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Resumen de la Tesis

Motivación

Nuestra sociedad está profundamente digitalizada. En algunas áreas, esto
es un hecho desde hace décadas; e.g., los sistemas informáticos en empresas
y administraciones públicas. En otros ámbitos la digitalización ésta emer-
giendo, como en el caso de los procesos industriales, que se ha acelerado en
la última década.

Esto ha traı́do nuevas amenazas de ciberseguridad que podrı́an poner en
riesgo procesos industriales, la seguridad de los trabajadores o el entorno
medioambiental. De hecho las infraestructuras industriales ya han sido ob-
jetivo de sofisticados ciberataques, como Stuxnet o Shamoon, capaces de
permanecer ocultos mientras realizan operaciones de sabotaje o espionaje.
Otros paradigmas emergentes se enfrentan a riesgos ciber-fı́sicos similares:
e.g., el Internet de las Cosas, las ciudades inteligentes o los coches autóno-
mos. En definitiva, la ciberseguridad en entornos expuestos a riesgos con
consecuencias fı́sicas es muy diferente a la ciberseguridad tradicional, cen-
trada en la confidencialidad de la información y la privacidad.

Es más, nuestra vida moderna depende cada vez más de las tecnologı́as
digitales. Actuamos y nos relacionamos en multitud de ciberespacios y, por
tanto, nos exponemos a riesgos psicológicos y sociales que pueden ser ex-
plotados por terceros maliciosos, como las campañas de noticias falsas y
trolls, el ciber-acoso o la exposición pública de datos personales.

Por tanto, es vital estudiar estos riesgos digitales para entender qué son
y cómo nos afectan. Para esto existen multitud de métodos (e.g., matrices
de riesgo, bow-ties) que, sin embargo, encontramos insuficientes a la hora
de cubrir ciertos aspectos que consideramos relevantes como, por ejemplo,
el estudio de amenazas adversarias o la existencia de objetivos de distinta
naturaleza (e.g., monetarios, derechos personales).
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Objetivos

Nuestro objetivo en esta Tesis es desarrollar modelos de análisis de riesgos en
ciberseguridad que estudien aspectos no muy bien tratados por los métodos
actuales más populares. Concretamente:

• Modelos que analicen los riesgos durante incidentes, que difieren de un análi-
sis de riesgos tı́pico en que el analista estudia un incidente particular que
está ocurriendo o que podrı́a ocurrir inmediatamente.

• Modelos que analicen estratégicamente las amenazas adversarias, ya que, en
ciberseguridad, los análisis de riesgos tı́picos generalmente no tienen en
cuenta el comportamiento o motivaciones de las amenazas inteligentes.

• Los riesgos digitales podrı́an causar impactos en la información, opera-
tivos, fı́sicos o psicológicos. Esto requiere modelos que faciliten la toma de
decisiones con objetivos múltiples de distinta naturaleza, valor e importancia
para las partes involucradas.

• La inclusión de la transferencia de riesgo, en particular los ciber seguros, en
los análisis de riesgos en ciberseguridad, como complemento a los con-
troles de seguridad preventivos y reactivos.

Resultados

Después de introducir los temas tratados en la tesis, los siguientes dos
capı́tulos se centran en el análisis de riesgos durante incidentes. El segun-
do capı́tulo presenta nuestro modelo general de análisis de riesgos duran-
te incidentes (GIRA), que formaliza el proceso de dicho análisis mediante
un diagrama de influencia. Primero, exponemos las consideraciones que se
han de tener en cuenta a la hora de analizar los riesgos durante un inci-
dente. Seguimos con una caracterización de los componentes básicos que
constituyen un incidente y de las relaciones entre ellos. Partiendo de esta
caracterización, introducimos GIRA y las particularidades de sus compo-
nentes: exposición a la amenaza, respuesta al incidente, materialización del
incidente, consecuencias en los sistemas, impactos en los activos, objetivos
en riesgo y evaluación del riesgo. Acompañamos GIRA con ejemplos. Tam-
bién presentamos, brevemente, la formalización matemática de GIRA y ver-
siones adicionales: simplificada, para múltiples partes involucradas y para
sucesos inminentes y futuros. GIRA se sitúa al mismo nivel de generalidad
que los conceptos de riesgo e incidente establecidos en las normas ISO 31000
e ISO 22300.
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El tercer capı́tulo presenta avances adicionales para GIRA y una adapta-
ción para realizar un análisis rápido de riesgos en ciberseguridad. Presenta-
mos un método simple de obtención cualitativa de probabilidades basado
en la rareza del suceso (i.e., en función de si los diferentes sucesos en una
cadena de sucesos son ciertos, posibles, raros o imposibles). Además, intro-
ducimos un mapa de categorı́as para entender las ramificaciones potencia-
les de los incidentes de ciberseguridad. Luego presentamos nuestro modelo
para el análisis de riesgos durante incidentes de ciberseguridad (CSIRA)
que es, básicamente, GIRA combinado con los previamente introducidos
métodos de obtención y mapa de ramificaciones de incidentes de ciberse-
guridad. En la presentación de CSIRA también exponemos que para tomar
la decisión sólo es necesario comparar los escenarios a los que conducen las
distintas respuestas al incidente, sin la necesidad de obtener preferencias,
tı́pica en el uso de diagramas de influencia.

El resto de modelos se centran en el marco temporal tı́pico de los análisis
de riesgos, i.e., la vida útil de un sistema o un número de años especı́fico.

Ası́, el cuarto capı́tulo presenta un modelo de asignación de recursos en
ciberseguridad en una organización, incluyendo sus preferencias y actitu-
des frente al riesgo, la intencionalidad de las amenazas adversarias y las
decisiones respecto a la adquisición de ciber seguros. La primera parte in-
troduce diagramas de influencia, y su forma matemática, que describen di-
ferentes modelos de análisis de riesgo. Empezando por una evaluación sim-
ple del rendimiento de un sistema, vamos añadiendo nuevos elementos al
modelo: riesgo, mitigación del riesgo, transferencia del riesgo y análisis ad-
versario. La segunda parte reproduce un ejemplo completo en el que deta-
llamos todos los aspectos del estudio de riesgos: descripción de la estructura
del problema de riesgos, estudio de las creencias de la organización sobre
los elementos que afectan al riesgo, estudio de sus preferencias, modeliza-
ción del problema del atacante para predecir sus acciones y cálculo de la
mejor cartera de controles y seguro para la organización.

En el capı́tulo cinco describimos un arbol de objetivos para ciberseguri-
dad. El propósito es facilitar una identificación exhaustiva de los objetivos
de una organización que pueden ser afectados por ciber riesgos. En este con-
texto, es importante distinguir entre aquellos objetivos que pueden medirse
en términos monetarios y aquellos que no pueden [o no deben] medirse en
tales términos - por ejemplo daños a personas. También exploramos como
medir esos objetivos no monetarios (e.g., reputación, derechos personales,
daños medioambientales). Finalizamos detallando cómo usar este arbol de
objetivos para construir una función de utilidad multi-atributo.
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En el sexto capı́tulo presentamos varios modelos de análisis de riesgos en
el contexto de los ciber seguros. También presentamos modelos para asegu-
radoras. En el primero, se decide qué reaseguro adquiere teniendo en cuenta
los diferentes segmentos de compañı́as a las que está asegurando (e.g., PY-
MES, grandes empresas). En el segundo, la aseguradora decide si otorga o
no un seguro a un cliente potencial.

Los resultados de la investigación se han materializado en cuatro artı́cu-
los:

1. Rios Insua, D., Couce-Vieira, A., Rubio, J.A., Pieters, W., Labunets, K., y
Rasines, D.G. “An Adversarial Risk Analysis Framework for Cybersecu-
rity.” En Risk Analysis.1

2. Couce-Vieira, A., Rios Insua, D., y Houmb, S.H. (2019) “GIRA: A General
Model for Incident Risk Analysis.” En Journal of Risk Research, Vol. 22, No.
2, pp. 191–208.2

3. Couce-Vieira, A., Houmb, S.H., y Rios Insua, D. (2018) “CSIRA: A Met-
hod for Analysing the Risk of Cybersecurity Incidents.” En Proc. of the 4th
International Workshop on Graphical Models for Security, LNCS Vol. 10744,
pp. 57–74. Springer-Verlag.3

4. Rios Insua, D., Couce-Vieira, A., y Kreshnik, M. (2018) “Some Risk Analy-
sis Problems in Cyber Insurance Economics.” En Estudios de Economı́a
Aplicada, Vol. 36-1, pp. 181–194.4

También hemos escrito informes técnicos para el proyecto de innovación eu-
ropeo CYBECO, en que detallamos, en términos más generales, los conteni-
dos tratados en los capı́tulos cuatro a seis. Especı́ficamente, D3.1: Modelling
framework for cyber risk management 75 and D3.2: Improved modelling framework
for cyber risk management.

Conclusiones

La contribución de GIRA/CSIRA es un modelo de análisis de riesgos para
situaciones de incidente con una representación matemática formal y fun-
damentado en una caracterización sintética, pero abarcadora, del concepto

1 Publicado online 10/06/2019, doi:10.1111/risa.13331
2 Publicado online 11/09/2017, doi:10.1080/13669877.2017.1372509
3 doi:10.1007/978-3-319-74860-3 4
4 www.revista-eea.net/volumen.php?Id=99&vol=36&ref=1 [Rec. 30/05/2019]
5 Disponible en www.cybeco.eu/results [Rec. 30/05/2019]
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de incidente. Encontramos diferentes consideraciones que los métodos exis-
tentes no tratan de manera adecuada. Modelos como el bow-tie no cubren
aspectos relacionados con el valor (activos, impactos, evaluación del riesgo)
y las matrices de riesgo llevan a análisis sobresimplificados que cualifican
el riesgo de manera inadecuada. GIRA/CSIRA tienen en cuenta la cade-
na de sucesos sistémicos y los aspectos de valor que componen un riesgo.
Por otro lado, como diagramas de influencia, son compatibles con métodos
cuantitativos de análisis de riesgos y con la obtención de preferencias pa-
ra la construcción de funciones de utilidad. Sin embargo, también hemos
desarrollado métodos para facilitar un análisis de riesgo rápido.

El marco para el análisis de riesgos en cibeseguridad contribuye al análi-
sis de riesgos adversarios (ARA). Aplica modelos y aspectos existentes, pe-
ro integra el análisis adversario en la gestión de riesgos de ciberseguridad
de la organización analizada, y aporta la descripción completa del procedi-
miento bajo el que se ha realizado y construido el estudio de riesgo. Este
marco también incorpora los ciber seguros como componente del análisis
del riesgo y sus particularidades (e.g., su dependencia de las medidas de
seguridad implantadas, su influencia en el impacto monetario final de un
ciberataque). Este es uno de los primeros capı́tulos de análisis de riesgos en
ciberseguridad que incluye ciber seguros y, que sepamos, el primero que in-
tegra amenazas adversarias y ciber seguros. Este marco se complementa con
el arbol de objetivos para ciberseguridad, que facilita el trabajo de identificar
y medir los diferentes objetivos en riesgo en el contexto de la ciberseguri-
dad. Aportamos una lista genérica pero comprehensiva de los objetivos a
tener en cuenta a la hora de crear una organización cibersegura. También
definimos la manera de medir estos objetivos e integrarlos en funciones de
utilidad.

Este último marco ha sido parte del proyecto europeo de innovación CY-
BECO, bajo el programa H2020, centrado en el desarrollo de nuevas herra-
mientas de análisis de riesgos en ciberseguridad y ciber seguros. Durante
2018 y 2019 avanzamos en el desarrollo de algoritmos para implementar una
herramienta informática de análisis de riesgos basada en nuestro modelo y
su metodologı́a de construcción. Estos avances también pueden ser repli-
cados o adaptados a GIRA/CSIRA, ya que son modelos más sencillos que
representan problemas de riesgos más simples. En el futuro también serı́a
de interés la realización de investigaciones descriptivas usando los modelos
anteriores, por ejemplo la elaboración de estudios de riesgos en empresas
prototı́picas (e.g., PYMES), que podrı́an ser de interés para gobiernos o para
compañı́as aseguradoras o de ciberseguridad.
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Chapter 1

Introduction to the Thesis

1.1 Research motivation

Digitalisation is pervasive in our society. In some realms, this has been ubi-
quitous for a long time, e.g. the information systems at companies and pub-
lic administration. In other domains, digitalisation is emerging. A paradig-
matic case during the last decade has been the digitalisation of industry.
This increased automation and connectivity has exposed industrial pro-
cesses and facilities to cybersecurity risks, which can cause incidents with
the equipment that could compromise operations, safety, or the environ-
ment. These systems are now the target of sophisticated cyber attacks, such
as Stuxnet or Shamoon, capable of working in the background to conduct
espionage or sabotage actions. An interruption of operations of a few hours
could represent tens of thousands of Euros. Potentially, a manipulation of
the equipment – even unintentional – might cause or facilitate an incident
with safety or environmental consequences. Therefore, managing cyberse-
curity risks and incidents in these industrial environments exposed to phys-
ical consequences is fundamentally different from traditional cybersecurity,
which focuses on information and privacy risks. Other emerging paradigms
face similar cyber-physical risks, for instance, in relation with the Internet
of Things, Smart Cities or autonomous cars. Additionally, our life is so de-
pendent on digital technologies or cyberspaces that new psychological and
social risks have come to the fore, such as the social impact of fake news and
trolls, the psychological impact of cyber-bullying or the public exposition of
intimate photos.

Our motivation is to bring innovative cybersecurity risk analysis models that
address aspects not well covered by popular cybersecurity risk analysis
methods. Specifically:

1



2 1 Introduction to the Thesis

• Models that address risk analysis during incidents, which differ from tradi-
tional risk analysis in that the analyst studies a particular incident that is
happening or could happen immediately.

• Models that address the strategic analysis of adversarial threats, since in tradi-
tional cybersecurity risk analysis these are usually studied without taking
into account their behaviour or motivations.

• Digital risks – as described in the introductory paragraph – might lead
to informational, operational, physical or psychological impacts and thus
require models that facilitate decision-making with multiple objectives of dif-
ferent nature, value and importance for the involved stakeholders.

• The inclusion of risk transfer, insurance in particular, in cybersecurity risk
analysis as a complement to protective and reactive measures.

The next two sections introduce the main topics of the Thesis. First, we
introduce the general activity for which we build our model: risk analysis
(Sect. 1.2). All activities and assets of an organisation involve risks and in-
cidents, which – whatever their nature is – can be studied and managed in
a common comprehensive way. Later, we introduce the domain in which
we want to undertake risk analysis and, therefore, the domain in which the
models are used. This domain is cybersecurity (Sect. 1.3). Indeed, we high-
light on a specific domain, industrial cybersecurity, since it is paradigmatic
of the full map of cybersecurity risks: informational, operational, physical
and human. In further chapters we provide a more thorough review of the
state of the art in the different topics addressed by this Thesis.

The last sections of this chapter present the research objectives (Sect. 1.4),
methodology (Sect. 1.5) and an outline of our results (Sect. 1.6).

1.2 Risks and incidents

We introduce now the initial set of concepts for understanding risks, threats
and incidents. The reason is that the high-level characterisation and study of
risks and incidents are similar in most fields. This is manifested in the most
widely used standards on these matters: the well established ISO1 31000
series on risk management [83] and the emerging ISO 22300 series on soci-
etal security [84] (which includes incidents in general terms).

1 International Organisation for Standardization
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Risk and its components

Risk can be described as the possibility of an undesirable event resulting
in a negative impact. A risk consists of the following two elements2: The
likelihood of the undesirable event to happen and the impact, i.e., the damage
caused by the undesirable event. If the event cannot happen, or if there are
no undesirable consequences, there is no risk.

In addition, the likelihood of the event requires the existence of the fol-
lowing two elements: The threat, i.e., an element with the potential to induce
damage; and the vulnerability, i.e., a weakness or condition of a system that,
if exploited, could result in an undesirable consequence. If there is no threat
or vulnerability, the undesirable event is not possible and therefore, there is
no risk. Figure 1.1 depicts how risk components relate between them.

Fig. 1.1: Risk Components
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An example of risk is the collision of an asteroid with the Earth. In this
case, the threat is the asteroid. The vulnerabilities are (1) the Earth being in
the trajectory of the asteroid and (2) the Earth’s atmosphere being not cap-
able of destroying the asteroid during its entry. The impact, in risk terms3,
consists of life destruction, civilisation destruction and climate alteration.

Another example of risk is the failure of the introduction of a product
in a new market. In this case, there are multiple threats such as competing
products; legal issues; or the customer’s needs, tastes or purchasing power.
The impact would be measured mostly in monetary losses.

2 There are multiple definitions about risk components, although most of them are related.
For a detailed compilation see Appendix M of [156], also available in Sect. 3 of [158].
3 Technically, in risk terms, the physical impact of the asteroid on Earth is the potential
incident.
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Distinction between risks and hazards

In addition, it is important to differentiate between risks and hazards, which
are situations that possess inherent and known dangers that are more pre-
dictable and easier to isolate than threats. There is no clear-cut distinction
between them. Even though, we can difference them as follows:

• Hazards are situations for which it makes no sense to be in for a given
activity (e.g., electrical current or molten material in a facility, cliff besides
a road) and that can be avoided to a certain degree due to their easier
isolation or predictability.

• On the other hand, risks are situations that, first, would be necessary to be
in (e.g., severe weather in a town, work on heights), or, second, cannot be
easily isolated and avoided (e.g., electrocution risk in high-voltage lines
maintenance, security threats).

Security threats

When it comes to the characterisation of threats, it is important to distin-
guish between security threats and other threats [158] although, here too,
there is no clear distinction between them. A security threat is any intentional
or unwarranted action with the potential to cause loss or damage, with or
without such intention, by exploiting the vulnerabilities of a system [151].

Other threats are any other circumstances or accidents – including accept-
able actions – with the potential to cause loss or damage. They can be nat-
ural or technological, involving in both cases biological, chemical, mechan-
ical, technological, environmental or physical agents. Safety practice usually
deals with these threats and hazards.

There is an overlap between security and safety, e.g., when the enforce-
ment of safety policies becomes a security problem. For instance, driving
a car drunk or at high speed are, originally, safety problems but they have
been established as unwarranted actions and, thus, forbidden by a security
agency – the police. An additional overlap is the exposition to safety and
security risks in the decisions and actions we make, mitigating or amplify-
ing vulnerabilities or threats, such as making business decisions focusing on
cost instead of safety.

Regarding security threats, there is no widely standardised definitions of
its components. The most common are capability, motivation and oppor-
tunity. This triad is a principle of criminal law and is widely used in fields
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such as criminology, security studies and cybersecurity. Indeed, this triad
is used by behavioural analysts to understand behaviour [121]. Under this
approach, a threat exists if it presents at least one of the following three
factors: The threat capability representing the resources and skills necessary
to become a threat, the threat motivation as the rationale and the intention
to be a threat and the threat opportunity as the environmental elements or
conditions that enable or facilitate the threat.

Even so, these aspects cover what we could call the profiling of the threat
actor, i.e., what generates behaviour. Another important aspect is the beha-
viour itself, i.e., the threat actions. We can distinguish between their strategic
behaviour, their tactical patterns and their exploits. First, the strategic beha-
viour involves the selection of their targets and goals and it is closely related
with the threat motivations. Second, the tactical patterns refer to how they
perform their actions to meet their goals. These patterns are usually charac-
terised using methods such as attack trees or kill chains. Finally, exploits are
the specific way the threat execute their actions in a system.

Figure 1.2 depicts how threat components relate between them.

Fig. 1.2: Threat Components
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An incident is a ‘situation that might be, or could lead to, a disruption, loss,
emergency or crisis’ [84]. Similar concepts such as event, incidence, failure,
emergency, or disaster are used to describe incidents of different intensity.
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Incidents and risks are closely related. In a general sense, a risk is nothing
but a prospective incident, and an incident is nothing but a materialised risk.
Incidents are usually complex events that might consist of multiple events
and lead to multiple types of consequences and new incidents. This nature
forms the basis to the use of risk analysis techniques.

In the previous examples of risks, the incident of the first example would
be the physical impact of the asteroid. In the second example, the incident
would be a complex event consisting of each of the non-purchases made by
potential costumers. However, from the organisation perspective the incid-
ent would be detected during the monthly sales report or any other similar
information.

The case for incident risk analysis

Risk analysis techniques aim to identify what negative scenarios could hap-
pen and what the likelihood of such negative scenarios is. Generally, a risk
analysis answers these questions in terms of a relatively long period (e.g.,
several years or the life of a project or installation). However, these ques-
tions are also relevant during incidents.

When an event associated with an incident is detected, incident handlers
might be interested in identifying what events could happen next and what
their likelihoods are. In the example of the asteroid collision risk, when a
threatening asteroid is detected, the astronomers focus on identifying what
events could happen next (e.g., the potential trajectories) and their likeli-
hood (e.g., the probability of the different trajectories).

Uncertainty might exist also with the actual detected event: sometimes
the event is rather an indication of the incident, which could be caused by
any other harmless event. For instance, in a computer, an overuse of the fan
(detected event) could be caused by a high use of the CPU (which can be
caused by malware, or demanding applications) or environmental condi-
tions (which can be caused by bad air circulation, moisture or room temper-
ature).

The case for multi-objective risk analysis

When we make decisions, we have multiple and mostly incommensurable
objectives [48]. Risk analysis is a decision activity, since one of its steps is
to decide between different alternatives of risk treatments. Risks and their
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treatments might impact organisations in multiple ways and, therefore, a
method is necessary for prioritising between treatments. But, ultimately,
the consequences of risks are incomparable in different degrees. Sometimes
this comparison can be solved in a systematic and reasonable way. For in-
stance, the comparison between a consequence in reputation versus a loss of
revenue is not straight-forward but, in the end, reputational consequences
might be estimated as monetary costs. However, other times this compar-
ison is challenging both analytically and ethically. For instance, when we
face risks that involve loss of human life.

The purpose of this Thesis on this aspect is not to describe how to select
between incommensurable objectives, but to facilitate the decision-making
on this topic. As we discuss in the chapters, we found that popular risk ana-
lysis methods oversimplify this problem. For instance, the widely used risk
matrices represent risk scenarios in a single impact dimension that synthes-
ise all kinds of losses in a single scale metric. We think, supported on the
literature on human decision-making, that this oversimplification might be
counterproductive and, thus, it would be better to provide a risk analysis
model with a more thorough way for comparing multiple objectives in a
manner that better fits with user preferences on this decision problem and
their limitations as decision-makers.

The case for adversarial risk analysis

In risk analysis, intelligent threats are usually modelled as phenomena that
happens with a certain frequency. In social fields, from the Social Sciences
literature to day-to-day business or criminal practice, social agents are gen-
erally studied and characterised as elements with purpose, capable of mak-
ing decisions and with a behavioural pattern that reflects those decisions
and purposes. However, most risk analysis involving intelligent agents (e.g.,
security risks such as the ones in cybersecurity) lack this characterisation
and, instead, they usually model all threats in the same way: as events that
happen with a certain frequency. Some approaches detail the chain of pre-
vious events that might trigger the main events but, at the end, such events
are also modelled as frequencies. In the case of our Thesis, we will adapt
our model to the advances in the field of Adversarial Risk Analysis [145],
which provides a framework for analysing threats as intelligent adversaries
with behaviour and objectives.
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1.3 Cybersecurity

In this section we briefly present the domain in which our Thesis concern-
ing risk analysis lies: cybersecurity. We introduce relevant concepts to un-
derstand it, including cyber threats and their strategic importance. In addi-
tion we also present the challenges that make industrial cybersecurity dif-
ferent from traditional cybersecurity, derived, basically, from the technical
and functional differences between Operational Technology (OT), used in
industrial processes, and traditional Information and Communication Tech-
nology (ICT or IT). This emphasis in industrial cybersecurity, with impacts
beyond information, helps us to develop a more comprehensive risk ana-
lysis modelling approach capable of being applicable in any cybersecurity
domain.

Cybersecurity is the protection of digital systems from malicious and un-
warranted actions. In a broad sense, such systems consist of computers
that process (i.e., create, access, modify and destroy) and store data, net-
works that communicates data between computers, input devices that en-
able computers to get non-digital input (e.g., keyboards or sensors) and
output devices that enable computers to provide non-digital output (e.g.,
screens or actuators). It is also important to understand what these systems
are (their technology, i.e., the technical characteristics of a digital system)
and what these systems are for (their function, i.e., the ultimate purpose or
activity for which a digital system is employed).

When it comes to digital systems, we can distinguish between several
broad classes that differ technically and functionally. ICT represents the in-
frastructure that supports information and communication functionalities,
as well as electronic services (e.g., e-government, e-commerce, e-banking).
OT is an umbrella term for naming the technological infrastructure that
supports automation, control and data acquisition functions on physical
systems (e.g., industrial control systems or logistic automation). A related
emerging technology is the Internet of Things (IoT), which refers to inter-
connected physical devices such as vehicles, homes, streets and even an-
imals. IoT and OT are the foundation of more specific technologies such as
smart grids, smart cities and intelligent transport.

The distinction between the previous groups is important for cybersecur-
ity. Traditionally, cybersecurity focused on the challenges and requirements
of ICT systems; namely, protecting the confidentiality of the data. However,
technologies such as OT or IoT represent a change in the security paradigm,
moving the focus towards the protection of the physical processes and as-
sets.
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At its core, cybersecurity follows the basic principles of the more general
field of information security. These principles act as both attributes and goals,
and cover the following famous triad: Confidentiality, i.e., the data shall not
be made available or disclosed to unauthorised parties; Integrity, i.e., the
data shall be accurate and complete over its entire life cycle; and, Availabil-
ity, i.e., the data shall be available whenever is needed. In general, any cy-
bersecurity objective, acceptance criteria or policy can be reduced to a com-
bination of the previous triad. Although all three principles are important,
most of the time they entail trade-offs between them [18].

Several guidelines have been developed to implement cybersecurity. The
main standards in the field are the ISO/IEC4 27000 series on Information
Security Management Systems [85] and standards within the NIST5 SP–800
series of Computer Security, e.g. NIST SP 800-53 [128]. Both collections are
also applicable in the OT domain, in addition to the ISA6/IEC 62443 series
on Security for Industrial Automation and Control Systems [91].

Given the ubiquity of digital systems in today’s economy, cybersecurity
has become an issue of major importance - both technically and financially.
Especially, if we take into account the increasing sophistication of attacks
suffered by companies and public institutions worldwide. At present, all
kinds of organisations are being critically impacted by cyber threats [7, 8].
The Cyberspace is even described as a fifth military operational space in
which movements by numerous countries are common [139].

Cybersecurity risk analysis

Risk analysis is a fundamental methodology to help manage cybersecur-
ity [33]. With it, organizations can assess the risks affecting their assets and
what security controls should be implemented to reduce the likelihood of
such threats anord/or their impacts, in case they are produced. It is a prac-
tice with huge uncertainties [92] and, unlike other risky domains, it is dif-
ficult to obtain and analyse data [11], since organisations are reluctant to
disclose data about intrusion attempts or consequences of cybersecurity in-
cidents [18, 11, 113].

Numerous frameworks have been developed to screen cybersecurity risks
and support resource allocation, including CRAMM [25], ISO 27005 [87],
MAGERIT [122], EBIOS [2], SP 800-30 [127], or CORAS [111]. Similarly, sev-

4 International Electrotechnical Commission
5 National Institute of Standards and Technology (United States)
6 International Society for Automation
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eral compliance and control assessment frameworks, like ISO 27001 [86],
Common Criteria [160], or CCM [31] provide guidance on the implementa-
tion of cybersecurity best practices. These standards suggest detailed secur-
ity controls to protect an organisation’s assets against risks. They have vir-
tues, particularly their extensive catalogues of threats, assets and security
controls providing detailed guidelines for the implementation of counter-
measures and the protection of digital assets. Even though, much remains to
be done regarding cybersecurity risk analysis from a methodological point
of view. Indeed, a detailed study of the main approaches to cybersecurity
risk management and control assessment reveals that they often rely on
risk matrices, with shortcomings well documented in Cox [35]: compared
to more stringent methods, the qualitative ratings in risk matrices (likeli-
hood, severity and risk) are more prone to ambiguity and subjective inter-
pretation, and very importantly for our application area, they systematic-
ally assign the same rating to quantitatively very different risks, potentially
inducing suboptimal security resource allocations. Hubbard and Seiersen
[76] and Allodi an Massacci [5] provide additional views on the use of risk
matrices in cybersecurity. Moreover, with counted exceptions like IS1 [131],
those methodologies do not explicitly take into account the intentionality
of certain threats. Thus, ICT owners may obtain unsatisfactory results in re-
lation with the proper prioritisation of risks and the measures they should
implement.

Cybersecurity threats

The ‘cyber’ environment is populated with all kinds of cyber threats, some
of them representing a large and highly skilled global menace [22]. They are
also of different nature such as military, intelligence services, business rivals,
hacktivists, lucrative hackers, or terrorists [15] – as well as combinations
of them. This diversity of menaces could be classified according to their
attitude, skill and time constraints [3], or by their ability to exploit, discover
or, even, create vulnerabilities on the system [36].

The most formidable threats are the units maintained by global powers
(mainly the US, China and Russia), with resources and skills beyond those
of other actors; although they are constrained by the possible military, eco-
nomical and political repercussion of their attacks [36]. Other threat sources
that are closely related with social institutions or movements are hacktivists,
a wide profile that could cover from hackers trying to prove their ability to
hackers closely related with terrorist organizations. Hacktivists are also be-
coming more skilled, obtaining more resources and focusing their attention
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on OT [124]. Insiders are the ‘most formidable enablers’ of cyber threats
and, indeed, the major source [21], but they are also the easier to handle
through, e.g., a sound cybersecurity program. Profit-oriented cyber criminal
groups are now mature and professional organizations, with some of them
employing dozens of hackers and managing large financial resources [22],
carrying out a wide range of targeted and non-targeted attacks [21]. Mal-
ware is usually developed with a goal-oriented or profit-maximizing beha-
viour [137] and, consequently, a sound way to face them is treating them as
adversarial actors and counter-attacking them with behavioural approaches
[137]. Finally, a concept has arisen to name the most sophisticated menaces:
Advanced Persistent Threats (APT) [32], which are patiently orchestrated
operations seeking to stay hidden while they consolidate their path for ex-
ecuting their final objective. Anomalous and apparently innocuous events
are practically the only indicators of the presence of an APT in a system.

Operational technology

OT deals with industrial processes, which are a series of chemical, physical,
mechanical or electrical steps taken to manufacture, control or distribute
physical objects (e.g., products, infrastructures, facilities).

Industrial processes are subdivided in three basic types: Discrete pro-
cesses involve assembling individual products from individual pieces and
their handling (e.g., a car factory); Continuous processes involve the control
of flows of materials from a starting to a finish point (e.g., a water trans-
mission system); and, finally, batch processes involve a series of steps to
transform an input of raw materials or intermediate products into finished
products (e.g., a paint factory). Most industrial processes are hybrid and
combine discrete, continuous and batch steps.

The environment of the industrial process is important. On one hand, the
process will typically have dependencies with other ones: upstream pro-
cesses that provide input materials; downstream processes that represent
the customers; support processes (e.g., energy, waste); and, finally, safety
systems that protect the process. On the other hand, the location of indus-
trial processes involves single site facilities, distributed facilities in several
sites and transmission facilities that could span even different countries.

Therefore, we can define operational technology (OT) as the digital systems
that monitor, control and automate the behaviour of industrial processes.
OT is a generic term that encompasses more specific definitions like indus-
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trial control systems (ICS), industrial control and monitoring systems, or
industrial automation and control systems (IACS).

OT improves the mechanisation (ability of doing a physical process with
machinery) and enables the automation (ability of a process to operate
without human assistance) of industrial processes. The implementation of
OT in industrial processes revolutionised multiple sectors, increased pro-
ductivity and quality, reduced costs and allowed new or enhanced products
and functions. Its use is also controversial: automation, like most technolo-
gies, may eliminate more jobs than it creates. Given the current economic
and political system, it directly contributes to the displacement of labour
towards capital (i.e, the technology owners); and, as a consequence, con-
tributes to the concentration of wealth, income and power in fewer people
and organisations.

Currently, OT systems are rarely isolated and their connections with other
systems provide advantages. First, the information generated and managed
by the OT system is sent to other business systems of the organisation to
support decision-making. Second, some operations related with the indus-
trial process are performed in remote systems: support activities, higher-
level control or oversight, remote phases of the industrial process, or other
industrial processes.

Another consequence is the possibility of locating some activities related
with the operation in remote control centres. In this context, there is a trade-
off between three elements: human engagement of the site personnel, auto-
mation of the equipment and remote operations. OT facilitates the substi-
tution of on-site personnel engagement by remotely-operated or automated
control activities. This helps to reduce and move away personnel from the
industrial process, and substitute handling tasks with less riskier supervis-
ory tasks.

The technology, services and requisites of OT usually differ from typical
ICT ones. This is reflected in the most elementary difference between ICT
and OT: the industrial process data, which is the digital data that contains
the physical properties of the industrial process. In the context of OT cy-
bersecurity, it is important to differentiate the informational input and out-
put devices (e.g., keyboards, screens, printers) from the operational input
and output (e.g., field devices). The critical nature of industrial processes
requires strict performance requirements to data communication within the
ICS such as time-criticality, deterministic behaviour and minimization of
delays and signal jitter.

In general, these systems are designed to support specific industrial pur-
poses and can have a lifespan of 15 or even 20 years. Their resources are very
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constrained to their designed functions, and changes should be carefully
tested and implemented. OT typically consist of the following main com-
ponents: field devices that measure and control equipment within the indus-
trial process, field controllers that handle and integrate field devices with the
rest of the OT system, central systems that provide additional storage, mon-
itoring, control and automation functions, human-machine interfaces (HMI)
that enable the interaction with human operators and, finally, ICT compon-
ents adapted to the operational environment to support corporate functions
in the field.

Regarding communications, OT implements similar topologies to ICT
systems, usually with far less components but with more redundant com-
munication channels between them. The physical implementation of com-
munications can consist of leased lines (analogue or digital), dedicated lines,
wired media, power lines, Wi-Fi, or radio. The main components of OT sys-
tems use separated communication channels: field protocols for the commu-
nication between field devices and controllers and command & control pro-
tocols for the communication between field controllers and central systems.
For these communications, OT systems use both ICT and OT communic-
ation protocols. Industrial protocols were traditionally developed to sup-
port specific or proprietary technology but, nowadays, most of them follow
open standards and some of them adaptations of ICT protocols. Relevant in-
dustrial protocols are Modbus, DNP 3.0, ICCP, OCP, Fieldbus and Profibus.
Relevant ICT protocols in OT are Ethernet, serial (RS-232 and RS-485), IPv4,
IPv6 and TCP.

There are several architectures in OT depending of the needs and re-
quirements of the process, facility and sectors. The main architectures are
SCADA, DCS and PCS. A Supervisory Control and Data Acquisition system
(SCADA) is a centralised system that monitors and controls other special-
ised controllers from a master terminal unit. These systems are very flexible
in design and implementation. They are typical of transmission and distri-
bution facilities such as the electrical grid or pipelines. In a Distributed Con-
trol System (DCS), the core controllers are distributed throughout a facility,
so the monitoring and controlling functions are also distributed hierarchic-
ally. These systems provide more reliability and integration but they are less
flexible than SCADA ones. They are typical at refineries or chemical plants.
Process Control Systems (PCS) have a similar architecture than SCADA but
perform many of the functions of distributed systems.

This differentiation of OT with respect to ICT, in both the technology and
the function, is the root cause of the need for a different cybersecurity ap-
proach in OT [130]. Indeed, many security countermeasures that provide a
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sound protection in an ICT environment might be ineffective or even coun-
terproductive in an OT system.

Industrial cybersecurity

Industrial cybersecurity for OT is different from traditional ICT cybersecur-
ity in several ways: The importance of having full control over the equip-
ment and the industrial process, the potential operational and physical con-
sequences of incidents in the system and the need for making decisions in
real time to handle incidents as quickly as possible to avoid escalation [130].
The base of these differences are a series of root causes, wrong assumptions
and strenghts. Translated to the information security principles, this means
that OT prioritises availability over integrity and, in turn, integrity over con-
fidentiality (in standard ICT the priority is, in general, the opposite, namely
confidentiality over integrity, and the last over availability).

OT is used in critical environments supporting demanding industrial pro-
cesses, in which the continuous availability of the system and its predictable
behaviour are critical. OT systems lifetime is in the order of 15, 20 or even 30
years; thus, the security of their design will get outdated but also vulnerable
to new attack tools [15].

Nowadays, OT has become more standardised and use more pervas-
ively ICT components, facilitating malicious access or the exploitation of
such systems. The use of open standards and widely used protocols (e.g.,
TCP/IP), software (e.g., Windows, C and SQL) and hardware (e.g., layer
2/3 routers) enables most of their vulnerabilities in operational systems
[18, 22, 176]. OT specific protocols are also vulnerable [176]. OT is a com-
plex software prone to security vulnerabilities derived form bugs [22, 36],
untested features [36] and problems with frequent patching and updating
[22]. It is also hard to set alerts and detect penetrations due to weak or ab-
sent defence systems [113]. However, OT cybersecurity was traditionally re-
laxed due to two – now outdated – assumptions: isolation and the difficulty
of attacking.

Concerning isolation, in the past, OT security was based on the assump-
tion that systems were isolated, and the elements within, trusted. Without
external connectivity, organizations established what was to be trusted and
what was not, and implemented physical security measures to avoid un-
trusted elements penetrating the system. However, the convergence between
OT, ICT and networks rendered those assumptions less valid if not dan-
gerously wrong. OT is now connected to external networks such as the or-
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ganization business networks or remote operational centres [18, 22, 67] and
interacts with an always-changing number of elements. There is no guaran-
tee that adversaries do not access the system nor gain rights and privileges,
since external networks have multiple entry points and users [18]. There-
fore, organizations should implement a variety of security measures and
operate under the assumption that any part of the system might become
untrusted.

The second assumption is that hackers would have difficulty in manipu-
lating OT technology. Industrial systems use very specific and precise pro-
cesses that require proficiency in both the process and hacking. This makes
it difficult for a hacker to manipulate the industrial process in a specific
manner. However, being able to disrupt communications or data no longer
requires an effort bigger than that required for an ICT system.

On the other hand, OT presents strengths when it comes to cybersecur-
ity. OT generates more predictable and repeatable traffic than ICT systems,
since they have a very static design over time and their tasks are more spe-
cific. Most OT systems also employ simpler network dynamics than enter-
prise systems (e.g., fixed topology, stable user population). Therefore de-
viations from normal operations are easier to detect than in standard ICT,
which could be critical in detecting anomalies or cybersecurity events. OT
also employs limited processes and applications to those strictly required
to operate the industrial process. Fewer applications and processes reduce
vulnerabilities and risk of failures. The determinism of the software can also
facilitate the detection of anomalies and attacks. This fact facilitates the im-
plementation of Intrusion Detection Systems (IDS).

There is still a need for calibrating our understanding of the consequences
of cyber attacks in OT, due to the complexity of cyber-physical systems.
Consequences could lead to loss of production, the inability to control a fa-
cility, multi-million financial losses, or even impact stock prices [18]. How-
ever, one of the key problems for understanding the consequences of a cyber
attack throughout OT, and probably the most difficult one, is that OT sys-
tems are also Cyber-Physical Systems (CPS) encompassing both computa-
tional and physical elements. Some of the areas of OT and ICT cybersecurity
could be addressed with similar approaches (e.g., attackers, organizational
cybersecurity, or vulnerabilities of hardware, software and networks), but
such cyber-physical part is complex, and requires skills and capabilities dif-
ferent from Business Administration and Computer Security Engineering.
Estimating the consequences is also difficult [14, 164] due to the lack of dis-
closure, difficulty of assigning consequences and costs, difficulty of valuing
intangible or indirect costs, mis-estimating of costs, incommensurability of



16 1 Introduction to the Thesis

consequences, uncertainty, absence or ambiguity of information and mul-
tiple interests, criteria or biases.

Industrial cybersecurity threats

Cyber attacks are the continuation of physical attacks by digital means. They
are less risky, cheaper, easier to replicate and coordinate, not constrained
by distance [22, 21] and they could be oriented to cause high-impact con-
sequences. Deception attacks manipulate information within the OT net-
work trying to compromise the system and causing physical, operational,
or information consequences [22, 67]. They include spoofing, Denial of Ser-
vice, writing field controllers or central systems, control message modific-
ation, or even physical damage through altering the variables of a control
system commanding some physical operation [21]. Some attackers are also
capable of creating vulnerabilities inside an OT or ICT component during
its development – what is called a supply-side attack [36]. In general, typical
threats to sensor networks and conventional ICT systems are also threats to
OT if the attacker has the means to exploit the additional vulnerabilities of
an OT system [176]. These attacks can be carried out using sophisticated
intrusion tools and methods such as dialling, scanning, traffic sniffing and
password cracking [113], or zero-day exploits and rootkits [32]. It is also dif-
ficult to measure data related to attacks such as their rate and severity, or
the cost of recovery [92].

All types of cyber attackers are becoming aware of the possibilities of OT
and targeting these systems. From hacktivists to nation-states and crimin-
als [18, 124]. Major incidents in critical systems are unlikely but possible:
around 7% of cyber attacks to critical infrastructure penetrate into critical
systems [126].

Relevant cases of actual cyber attacks include the 2010 Stuxnet cyber at-
tack against an Iranian nuclear plant [15, 32], the 2012 Shamoon attack that
disabled 30.000 computers of Saudi Aramco – the Saudi national oil and gas
company [15, 32]; the attack on a German steelworks in 2014 [108], the at-
tacks on a Brazilian electrical grid in 2007 and on an Australian sewage con-
trol [22]; or the attacks on a Venezuelan harbour’s tanker loading systems
2007, on a Polish tram traffic system in 2008 and on a Russian natural gas
pipeline regulator system in 2000 [26]. In addition, tests and experiments
[13], such as the ones in the Idaho National Laboratory [15] or the US De-
partment of Defense [36], also demonstrate how practicable penetrating OT
and cause physical damage is. Sophisticated high-impact attacks on typical
ICT systems also manifest state-of-the-art cyber operations, such as attacks
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for obtaining top secret information from governments and multinationals,
compromising people, or gaining information about ICT vulnerabilities. For
instance [32], the 2007 Operation Aurora attacks against Google, or the 2011
Dragonfly/Energetic Bear against European and US energy firms. Non tar-
geted attacks could also be a problem, such as the Slammer worm infiltra-
tion in an US nuclear plant [18] or the case of a water controller sending
spam [23].

The strategic relevance of cybersecurity

The digitalization of our economy and society has introduced big-scale cy-
bersecurity problems. Furthermore, attacks, espionage, insiders and pri-
vacy breaches continue to increase in frequency, impact and sophistication
[22]. The cybersecurity industry estimates an impact on the global economy
for 2017 at more than $ 600 billion in annual cost, or around 0.8% of the
global GDP (in comparison, drug trade represents 0.9% and international
crime, 1.2%) [118]. Indeed, there are well-functioning “cyber black markets”
[177, 74] that exchange attack tools and valuable information to perpetrate
attacks. Those buoyant markets provide incentives for skilled people to de-
velop new hacking products.

Political, economic and military leaders are raising their concerns on cy-
ber attacks and the serious menace they pose to critical infrastructure, pri-
vacy and intellectual property. They are declaring, more and more, that cy-
bersecurity risks are a geo-strategic menace that can lead to serious incid-
ents in critical infrastructure or to the espionage of valuable assets. Gov-
ernments, in coordination with companies and operators, are developing
strategies and guidelines to improve critical infrastructure cybersecurity
and prevent the increasing impact of attacks on the economy and society.

On the other hand, and although most of the attacks come from criminal
organizations, governments are increasingly involved in attacks - directly
and indirectly. They are actively developing highly sophisticated cyber of-
fensive capabilities, sponsoring groups of hackers that target rival foreign
countries and companies, intervening in software and hardware design to
guarantee them back doors that can later be exploited for malicious intent
and spreading out massive misinformation and propaganda through a com-
bination of cyber attacks and social media manipulation [4].

State-led cyber attacks have become a serious concern that has raised pri-
vacy and human rights concerns: rival – and even friendly – countries at-
tacking each other, high-developed countries being object of less developed
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countries that seek the exfiltration of industrial designs, or the massive sur-
veillance of the Internet exerted by some countries. The major cyber powers
are the US, Russia and China but most of the highly-developed countries
(e.g., the UK, South Korea, Germany, Israel) as well as regional powers (e.g.
Iran, North Korea) have prominent capabilities and strict measures for con-
trolling its part of the Internet (including citizens) and their enemies. These
conflicts are asymmetric in that attacking usually needs an amount of re-
sources that represent a fraction of the ones needed by the defenders. In
addition, the counter-attack effort needs that the counter-attacked country
or organization were as vulnerable as the counter-attacker one, which is not
generally the case (e.g., less rule of law, less dependence on IT infrastruc-
tures and an international policy focused on unilateral exertion of power
rather than multilateral cooperation). In addition, identifying the attribu-
tion of attacks is difficult and therefore it is hard to point to a state or organ-
ization.

Cybersecurity has become a top priority in defence during this decade,
although some experts criticize an excessive hype about the potential dis-
ruptive capability of big-scale cyber attacks. That criticism is true: the worst
cybersecurity scenario would pale in comparison to a very limited nuclear
or biological warfare scenario, or – when it comes to the digital infrastruc-
ture – to the potential disruption caused by a powerful solar storm such as
the one in 1859. However, the point of prioritising cybersecurity is that the
investment and efforts in this field are critical to shape the global economy,
society and rule of law, as we are becoming more and more dependent on
computers, the Internet and the opportunities they bring to us.

Protection of critical cyber infrastructures

The importance of securing the digital assets pervasive in critical infrastruc-
tures cannot be underestimated. A disruption in their operation or a cyber
attack could lead to injury to workers or the public, loss of revenue or pro-
duction, legal consequences, loss of public trust, physical damage to the
facilities, or harm to the environment.

Indeed, regulators identify critical infrastructure as both physical and cy-
ber. A critical infrastructure is an asset or system that is essential for the main-
tenance of health, safety, security, or the economic and social well-being
of people. Its disruption or destruction would have a significant impact
on society and, therefore, governments have defined the critical infrastruc-
ture they aim to protect and established regulations and protocols for their
protection. The European Programme for Critical Infrastructure Protection
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(EPCIP) [49] and the Directive on European Critical Infrastructures [52] es-
tablish activities and procedures for identifying critical infrastructures and
improve their protection. The US Presidential Policy Directive 21 (PPD-21)
Critical Infrastructure Security and Resilience [167] identifies sixteen crit-
ical infrastructures and key resource sectors that are strategic to the United
States.

Regulatory compliance is challenging: organizations have to meet inter-
national, national and regional regulatory systems. In the case of cyberse-
curity, this requires looking at a myriad of rules that govern safety, privacy,
security and cybersecurity consequences. This can involve dozens of regu-
lations and frameworks, which are continuously evolving over time – espe-
cially in cybersecurity.

The European Union (EU) established the European Network and In-
formation Security Agency (ENISA, 2004) to coordinate the cybersecurity
efforts of the 28 member states and their computer emergency response
teams (CERTs) and provide training and support in cybersecurity (includ-
ing offensive capabilities through the European Defence Agency). In addi-
tion, the EU established, within Europol, its European Cybercrime Centre
(EC3, 2004) for sharing cyber crime information between law enforcement
agencies. The main cybersecurity policy in the EU is the European Cyber
Security Strategy (2003) [50] that established the goals of (1) achieving cy-
ber resilience, (2) reducing cyber crime, (3) developing cyber defence policy
and capabilities, (4) developing the industrial and technological resources
for cybersecurity and (5) establishing a coherent international cyberspace
and promoting EU values. An important aspect is the European coordina-
tion effort, through which the Strategy seeks that each member state (1) des-
ignates a sole national agency as coordination for cybersecurity policy and
operations, (2) has a sole CERT that would act as the operational centre in
case of a major cyber incident and (3) ratifies the 2002 Budapest Convention
as the baseline for combating cyber crime. The Strategy is complemented
by several legislations and policies, of which the Network and Information
Security Directive (NIS, 2014) [53] aims at operationalising the goals of the
strategy by establishing minimum cybersecurity standards.

Cybersecurity lends itself to the cases for incident, multi-objective and
adversarial risk analysis

Assessing risk is relevant during cybersecurity incidents. Cyber attacks or
other cybersecurity incidents are usually comprised of a chain of steps. The
earlier signs of one of these events are suspicious anomalies that could be
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also caused by legit user or system actions. Here, risk analysis focuses on
identifying what could have caused the anomalous incidence and what po-
tential ramifications of events might follow. For instance, a new connection
within the network could be caused by the connection of a maintenance
laptop or by an unauthorised party accessing the network. Additionally, if a
specific attack or problem has been identified, then the risk analysis would
focus on further identifying the consequences of the threat, how likely they
are, or how the potential countermeasures would change the risk. An ex-
ample could be the presence of malware in a computer or controller. The
incident handlers should analyse aspects such as whether the malware is
harmful for the actual business operation or the current industrial process,
whether the malware can spread to other devices and the consequences of
this spreading, or what the consequences of removing the malware or chan-
ging the device might be.

The cases for multiple risk objective comparison and adversarial model-
ling of threats is a good fit for cybersecurity for multiple reasons. One of
them is the oversimplification of objectives is something more explicit in
industrial cybersecurity than in traditional cybersecurity, as risks involve
safety and environment consequences. Another one is that cybersecurity
threats (even the malware programs themselves) would be better modelled
as adversarial threats.

The case for including cyber insurance in risk analysis

Generally speaking, there are four types of options against a risk: accept the
risk as it is, mitigate it either preventively or reactively, avoid it completely
or transfer it to another party. Insurance belongs to the last category and
is widely used in multiple domains: e.g., car, financial or health insurance.
Usually, the focus in risk analysis is on modelling mitigating options but it
is possible to model transfer/insurance options as well.

In recent years, insurance companies have been introducing cyber insur-
ance products for small and large organisations [116]. It is expected that the
number of products and adoption of cyber insurance will increase in the
coming years. However, it still has to take off [110], specially in Europe. In-
surance presents a series of particularities that needs to be dealt explicitly
in the risk analysis models for both the insuree (e.g., how the insurance de-
pends on the insuree security features) and the insurance company (e.g.,
designing cyber insurance products for different types of organisations).
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1.4 Research objectives

This Thesis focuses on four general objectives as stated in Table 1.1. They are
derived from the cases we discussed in the previous sections: risk analysis
during incidents, adversarial risk analysis, multi-objective risk analysis and
cyber insurance. We found that these aspects are not well covered by tradi-
tional cybersecurity risk analysis and, thus, our aim is to bring models that
address them.

Table 1.1: Research goals

Goal Description

RO1 Develop a risk analysis model for cybersecurity
incidents

RO2 Integrate the analysis of adversarial threats into
cybersecurity risk analysis

RO3 Integrate multi-objective decision-making into
cybersecurity risk analysis

RO4 Integrate the analysis of risk transfer/insurance into
cybersecurity risk analysis

1.5 Research methodology

The basis of our research starts with a thorough revision of the academic
state of the art and current business practices in the different domains we
address (e.g., risk analysis, cybersecurity). Then we proceed to develod de-
cision models tailored to risk analysis and cybersecurity.

Decision models, like the ones we aim to bring, help people make decisions
about problems. They are usually specified as models that help the selection
of alternatives, and they are implemented as software or human procedures.
The purpose is not to automate decisions but to support decision-making.
Indeed, the construction of decision models focuses on the following as-
pects:

• Specification of how the model generates valuable and reliable informa-
tion for users to make the decision, i.e., the internal logic. In the case of our
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Thesis, this means that the model should provide valuable risk indicators
for those managing risks.

• Specification of the type of information to be provided to the model, so
that it generates reliable information, i.e., the external logic. In the case
of our Thesis, this means that the model should be capable of integrating
relevant information for risk analysis about the potential incidents and
the affected system.

• Tailoring the model so users focus their attention on understanding the
problem rather than the model, i.e., user friendliness. In the case of our
Thesis, this involves two aspects. First, the model should facilitate the
user in the insertion of data about the risk. Second, the model should
provide accurate and easy to understand risk indicators and facilitate the
comparison between response alternatives.

• Providing a general model of the decision problem so it is adaptable to
multiple cases, i.e., to develop general conceptual models.

• Developing models that, to an extent, facilitate their implementation. Spe-
cifically, by detailing algorithms, calculations and assessment procedures
that facilitate the reproduction of a risk problem in the models.

1.6 Outline of the results

The next two chapters focus on incident risk analysis. In chapter 2, we
present our general incident risk analysis model (GIRA), which formalises
the incident risk analysis process through an influence diagram. First, we
discuss the considerations that should be taken into account regarding risk
analysis when applied to incidents. As a basis for GIRA, we characterise
the key elements of an incident and their relations. Then, we introduce
GIRA and the particularities of its main components, accompanied with
examples: threat exposure, incident response, incident materialisation, con-
sequences in the systems, impacts on assets, risk objectives and risk evalu-
ation. We also briefly discuss the mathematical representation of GIRA and
additional extensions: simplified, for multiple agents and for immediate and
non-immediate events.

In chapter 3, we present further advances for GIRA and a version adap-
ted for a fast cybersecurity risk analysis (called CSIRA). First, we present a
simple elicitation method based on the oddness of the event (i.e., on whether
the different events in a chain of events are certain, possible, rare or im-
possible). Additionally, we introduce a category map for understanding
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the potential ramifications of cybersecurity incidents that might help when
brainstorming about the risks of cybersecurity incidents. We then present
CSIRA which is, basically, GIRA using the oddness elicitation method and
the map for understanding the ramifications of cybersecurity incidents. In
the presentation of CSIRA, we also discuss that decision makers only need
to compare the scenarios of their different responses (without preference
elicitation typical of influence diagrams).

The rest of the chapters focus on cybersecurity risk analysis for the tra-
ditional time frame of a number of years or the lifetime of an activity or
system. Chapter 4 presents a comprehensive framework for cybersecurity
risk analysis, covering adversarial and non-intentional threats and the use
of insurance as part of risk management decisions. The first part is devoted
to introducing influence diagrams that describe different risk analysis mod-
els and their mathematical formulation. Starting from a simple system per-
formance evaluation we introduce, incrementally, new elements to the mod-
els (risk, risk mitigation, risk transfer and adversarial analysis). The second
part reproduces a full example case in which we detail all the aspects of
the assessment: The description and the structure of the risk problem, the
assessment of the organisation beliefs about the elements affecting risk and
their preferences, the modelling of the attacker problem to forecast his ac-
tions and the calculation of the best portfolio of security controls and insur-
ance for the organisation.

In chapter 5, we describe a tree of cybersecurity objectives. Its purpose
is to facilitate a comprehensive identification of the organisational object-
ives at risk. In this context, it is important to distinguish between those
objectives that can be measured in monetary terms and those that cannot
[or shouldn’t], such as harm to people. We further explore how to meas-
ure those non-monetary objectives (e.g., reputation, personal rights, envir-
onmental damage). We conclude the chapter by detailing how to use these
cybersecurity objectives and attributes with an utility function.

Finally, in chapter 6, we present several risk analysis models in the context
of cyber insurance and for the insurance companies. In the first one, the
insurance company has to decide what type of reinsurance product requires
taking into account the different market segments the company is insuring
(e.g., SMEs, large business). In the second, the company is deciding whether
they grant or not an insurance product to a potential customer.

The Thesis concludes with a detailed discussions of our results in Chapter 7,
where we also provide topics for future research.

The research has produced the following four academic publications, for
the moment:
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1. Rios Insua, D., Couce-Vieira, A., Rubio, J.A., Pieters, W., Labunets, K., and
Rasines, D.G. “An Adversarial Risk Analysis Framework for Cybersecur-
ity.” In Risk Analysis.7

2. Couce-Vieira, A., Rios Insua, D., and Houmb, S.H. (2019) “GIRA: A Gen-
eral Model for Incident Risk Analysis.” In Journal of Risk Research, Vol. 22,
No. 2, pp. 191–208.8

3. Couce-Vieira, A., Houmb, S.H., and Rios Insua, D. (2018) “CSIRA: A
Method for Analysing the Risk of Cybersecurity Incidents.” In Proc. of
the 4th International Workshop on Graphical Models for Security, LNCS Vol.
10744, pp. 57–74. Springer-Verlag.9

4. Rios Insua, D., Couce-Vieira, A., and Kreshnik, M. (2018) “Some Risk Ana-
lysis Problems in Cyber Insurance Economics.” In Estudios de Economı́a
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We also produced technical reports for the CYBECO project that detail, in
more general terms, the contents addressed in chapters 4 to 6. Specifically,
D3.1: Modelling framework for cyber risk management11 and D3.2: Improved mod-
elling framework for cyber risk management.

7 Published online 10/Jun/2019, doi:10.1111/risa.13331
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11 Available at www.cybeco.eu/results []Acc. 25/05/2019]



Chapter 2

GIRA: A general model for incident risk analysis

This chapter presents a general model (named GIRA), which formalises the
incident risk analysis process through an influence diagram. Our aim is to
provide a decision support model that generates reliable risk information
and enhances incident risk evaluation. First, (Sect. 2.1) we introduce the ex-
isting methodologies suitable for incident risk analysis and some consid-
erations regarding the analysis of risks during incidents. Next, we present
incident risk analysis as a series of reasoning steps (Sect. 2.2) and briefly in-
troduce influence diagrams (Sect. 2.3). Finally, we describe GIRA (Sect. 2.4
to 2.6) and discuss it (Sect. 2.7).

2.1 Introduction to incidents and risk analysis

Incidents and risks are closely related. In a general sense, a risk is nothing
but a potential incident, and an incident is nothing but a materialised risk.
Risk analysis, or risk assessment in ISO terms [83], aims at identifying what
negative scenarios could happen, what are their likelihoods, how we can
evaluate them, and what we can do to mitigate or stop them. Generally, it
will address these questions for a relatively long horizon (e.g., several years
or the life of a project or installation). However, these issues are also rel-
evant during incidents, as they typically happen in a context of multiple
uncertainties [9], complexity [153] and pressure, given the need to provide
fast responses. When an event indicative of an upcoming incident is detec-
ted, incident handlers might be interested in identifying what events could
happen next as well as their likelihood. Indeed, uncertainty might also exist
within the identification itself. Incident risk analysis can be reduced to three
types of approaches: upstream, downstream, and combined methods.

25
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Upstream methods identify causing or enabling events, depicting immin-
ent risks and possible prevention points. The most common methods are
fault trees, attack trees, and probabilistic attack graphs. A Fault Tree Analysis,
typical of safety risk analysis [47, 81, 30], decomposes a high-level problem
or failure into specific events. Threat Trees [6] and Attack Trees [150] are the
counterparts for analysing security threats and attacks [147]. Other relevant
upstream methods include Root Cause Analysis [97] and Probabilistic Attack
Graphs [154].

Downstream methods identify cascading consequences and aftermath im-
pacts. Popular approaches are FMECA, HAZOP, and structured what-if
techniques. Failure Mode and Effects Analysis (FMEA) and its extension Fail-
ure Mode, Effects, and Criticality Analysis (FMECA) [30, 39] identify the poten-
tial failures of particular system components. Structured What If Techniques
(SWIFT) are structured brainstorming methods for quick risk identifica-
tion [20]. Additional methodologies include Hazard and Operability Studies
(HAZOP) [104], Activity Hazard Analysis [168], Event Tree Analysis [30], and
Reliability Block Diagrams [30].

Finally, combined methods implement upstream and downstream analysis.
The most widely used are risk matrices and bow-ties. A Bow-Tie Analysis
[80, 82] combines a top-down tree for the events that cause an incident and
a bottom-up tree for the events the incident triggers. It is a robust method
that can integrate others such as attack or fault trees, or root cause analysis
[158]. Risk Matrices assign an ordinal value to the likelihood and the severity
of the risk, and then derive an ordinal risk rating from both values. They are
easy to use and provide a simple and memorable way for communicating
risks. However, Cox [35] identifies several limitations including a poor res-
olution that assigns same ratings to very different risks or high ratings to
smaller risks, ambiguous inputs and outputs, and suboptimal resource al-
location. Other interesting methods are Failure-Attack-Countermeasure Ana-
lysis (FACT), which combines security attack trees with safety fault trees
[147], and CIA-ISM [138], which combines Cross Impact Analysis [68] with
Interpretive Structural Modelling to generate a matrix that represents a cause-
effect network between interrelated events.

The following considerations should be taken into account regarding the
above risk analysis methods when referring to incidents.

1. The little attention that many of the existing methods pay to risk evaluation. Risk
analysis consists of two activities. First, a description of the system’s risks.
Second, an evaluation of these risks from the stakeholders’ perspective.
Both differ in nature: Risk description (risk analysis in ISO terms) is an ob-
jective activity (i.e., what is?), whereas risk evaluation is a subjective and
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normative activity (i.e., what ought be?), in which stakeholders evalu-
ate risks with respect to their motivations, preferences, risk attitudes, and
given target/shareholder values. Most of the methods concentrate on risk
description, whereas risk evaluation and its subjective nature receive little
attention – as for instance, in cybersecurity [28].

2. The inadequacy of simple risk scoring, as in risk matrices, which do not ap-
proximate the likelihood adequately. The main component of the tradi-
tional likelihood is the threat being present, but this is meaningless if we
do not take into account that the likelihood might also depend on several
triggering events and mitigating controls, and that the likelihood of the
potential impacts also depends frequently on a series of cascading con-
sequences [61].

3. The difficulties of eliciting likelihoods, which involves subjective estimation
and information that may not be available nor measurable [158]. It is im-
portant to have a methodology that generates consistent, inexpensive,
and contextualised metrics [94], and implemented in an automatic man-
ner to increase the reliability of the data [154, 159, 27].

4. The potential presence of adversarial threats. Traditionally, threat character-
isation is based on historical data or on an evaluation of how frequently
the threat targets the system. This is mostly irrelevant during an incid-
ent, especially in security, as the system has already been targeted. Con-
sequently, intelligent threats should be modelled as adversaries, as in Ad-
versarial Risk Analysis [145], which deals with the defender-attacker inter-
action and how attackers behave to reach their objectives.

5. The difficulty of comparing risks, given the trade-off between commensurability
and comparability of objectives. Espinoza [48] identifies as incommensurable
risks those that ‘cannot, or ought not, be accurately compared and can
thus neither be weighed against their associated benefits nor be ranked
along a single severity scale’. For instance, people often feel that it is un-
ethical to assign monetary prices to risks imposed upon humans or the
environment [114]. Another problem during risk evaluation is that it is
recommendable to limit the number of objectives to be compared (e.g.
two or three). The reason is minimising task [136], information [44], and
choice [149] overload to facilitate decision-making. Those two problems
together create the trade-off: A single objective (e.g., impact levels of risk
matrix) is easy to interpret, but measuring all impacts in the same scale
involves a high level of incommensurability. On the other hand, ranking
risks in multiple severity scales reduces incommensurability but becomes
more difficult to compare. Considering this trade-off, an example of a re-



28 2 GIRA: A general model for incident risk analysis

duced number of objectives could be the triad safety, monetary, and eth-
ical/legal compliance.

We have found that existing methods suitable for incident risk analysis
are not comprehensive enough for overcoming the above considerations.
Therefore, we propose, in the rest of the chapter, a model based on an influ-
ence diagram for generating relevant risk information during incidents.

2.2 Reasoning about the risk of incidents

This section presents incident risk analysis as a series of reasoning steps
involving different participating elements. It also describes the use of expir-
ation times to capture the dynamics of incidents in a simple manner. This
characterisation of our universe of discourse is inherited by GIRA (Sect. 2.4).

An incident involves different systems that might be distinguished ac-
cording to two general types. First, the managed system (MS) is the system
that incident handlers are in charge of protection. Second, the dependent sys-
tems (DSs) are the other systems such that an incident in the MS could trig-
ger additional incidents or consequences.

The incident may be depicted (Fig. 2.1) using the following steps:

Step 1. Threat exposure: A threat is present in the MS or its environment. A
threat is any element, including risks from other systems, with the possibility
of inducing an incident in, or through, the MS.

Step 2. Incident materialisation: The threat induces an incident enabled by
the vulnerabilities of the MS. A vulnerability is any element of a system that
makes possible an incident. Additionally, an incident might trigger new vul-
nerabilities or threats. For pracetical reasons, these would be modelled as
new threats.

Step 3. Incident response: Incident handlers might be able to implement ac-
tions that stop or mitigate the incident.

Step 4. Consequences in the MS: The incident involves a series of undesired
changes in the MS. These might escalate to incidents and consequences in
the DSs. However, in this case, we propose to model them as impacts (from
the incident handler perspective).

Step 5. Impacts on assets: The consequences affect assets contained or linked
to the MS and DSs. A stakeholder is a party affected by the incident. An asset
is any element affected by the incident and valuable to the involved stake-
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Fig. 2.1: Diagram with the different steps of an incident (dotted boxes), its components
(rectangles), and their relations (diamonds and arrows). E.g., we can interpret that the “step
2 - incident materialisation” consists of “threats and vulnerabilities materialising in incid-
ents” and “managed systems having vulnerabilities”.
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holders. The goal of the incident handlers is to protect the assets. The dis-
tinction between consequence and impact might be tricky but the following
thumb rule could help: Consequences are relevant changes in the MS and
in the domain of the incident handler1, and impacts are relevant changes
in the assets of the MS or DSs and from the perspective of all stakeholders
(e.g., new risks, degradation of assets or operations, injuries).

Step 6. Stakeholders objectives: Reduced number of categories that generalise
the multiple types of impacts, to facilitate stakeholders understanding and
comparing the outcome of incidents.

2.2.1 The dynamics of incidents

A simple approach for capturing the temporal and dynamic factors of in-
cidents consists of assigning an expiration time for each of the incident
steps. Under this paradigm, analysts could harmonise likelihoods, com-
puted through probability theory [19], to the time frame until the earliest
expiration time. Specifically, the analysis would be valid until one of the
following changes happens:

1. A change in the threat or the vulnerabilities of the MS would modify cur-
rent conditions of threat exposure. This change might imply an additional
change in the likelihood or the type of threat exposure, or even changes
in the subsequent events (i.e., incident materialisation and further).

2. A change in the conditions of an asset would change the potential impacts
the asset could suffer or the likelihood of these impacts.

3. The actual materialisation of the incident.

4. Expiration time of the current analysis set by the analyst.

Another dynamic factor is the distinction between immediate and even-
tual consequences which might be useful for incidents composed of phases
(e.g., security kill chains or cascading incidents). Immediate consequences are
those directly caused by the phase currently threatening the MS (i.e., phases
still not materialised). Eventual consequences are those caused by the com-
plete materialisation of the compound incident (e.g., an attacker capable of
fully executing its kill chain). Immediate and eventual consequences do not
affect the expiration of the analysis, since they always happen after the ma-
terialisation of the incident. However, it would be practical to carry out two

1 For instance, in cybersecurity, following the McCumber Cube [119], we can express con-
sequences as changes in the availability, integrity, or confidentiality of data.
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analysis, one for the immediate consequences and another for the eventual
ones. For instance, to determine whether a countermeasure should be im-
plemented immediately.

2.3 Using influence diagrams to model risk analysis

Influence diagrams [75] provide a formal yet understandable description of
decision problems under uncertainty. They can be generalised as Bayesian
networks with utility nodes that allow probabilistic inference combined
with multi-objective optimisation (typically, maximising expected utility).
Modelling risk analysis through influence diagrams provides several ad-
vantages [61]. First, they integrate decision-making within risk analysis.
Second, their mathematical foundations for quantitative analysis. Third,
they facilitate understanding relevant cause-effect relations. And fourth,
they are highly suitable for sensitivity analysis, parameter learning, and
what-if analysis [132].

Influence diagrams are represented by nodes and arcs (see Fig. 2.2). A
node consists of a disjoint and exhaustive set of elements that represent out-
come events or states. A decision node (rectangle) represents a set of actions
that decision-makers can take (i.e., ‘what can we do?’). An uncertainty node
(oval) represents a set of uncertain states relevant in the decision problem
(i.e., ‘what could happen?’). A deterministic node (double-lined oval) repres-
ents a set of certain states relevant in the decision problem (i.e., ‘what would
happen?’). Finally, a value node (hexagon) represents a set of preferences over
the outcomes of a node (i.e., ‘how we value what could happen?’). Arcs rep-
resent conditional relations between nodes (i.e., ‘if this happens in the ante-
cedent, then that happens in the consequent’). A functional arc indicates that
a value node is a function of its antecedent nodes. A conditional arc indicates
that an uncertain or deterministic node is probabilistically conditioned by
its antecedent nodes. Finally, an informational arc indicates that a decision
node is informed by the outcomes of its antecedent nodes.

Decision
Node
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Node

Value
Node
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Node
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Arc
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Fig. 2.2: Elements of influence diagrams
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2.4 GIRA: A general model for incident risk analysis

In this section, we introduce the GIRA as an influence diagram that form-
alises the incident risk analysis process described in Sect. 2.2 as a decision
support model designed to generate relevant risk indicators for an incident
that the analysts believe has happened, is happening, or is going to happen
at a specific point in time.

We build GIRA based on the following four assumptions.

1. The threat is identifiable. We assume analysts can detect and identify the
presence of a threat. Relaxing this assumption would involve changes in
likelihoods or the use of more generic threats (e.g., system malfunctions).

2. The system faces a single threat at a time. The model takes place in a context
in which the system is facing a single threat, which could be a phase of
a compound incident. The combination of this assumption with the pre-
vious one implies that analysts might be uncertain about which specific
threat they are facing, but they know they are facing a single threat. If we
relax this assumption, we can force a composition of incidents ordered
them from the most to the least immediate.

3. The model is compatible with quantitative and qualitative likelihoods. There
is some controversy between quantitative and qualitative risk analysis.
Qualitative analysis are easier to implement, and they have a wider adop-
tion. However, they are also ambiguous and prone to errors [34]. Quantit-
ative measurement is more accurate and helps to reduce ambiguity. How-
ever, it still presents some shortages concerning empirical validation, and
its adoption is low [171]. As an influence diagram, GIRA is quantitative
in nature, so that the implementation of quantitative likelihoods is fa-
cilitated. In case analysts want to use qualitative risk, there should be a
procedure for quantising their risk scoring method (i.e., using GIRA for
semi-quantitative risk analysis).

4. The model has a general value node. Influence diagrams tend to operate with
expected utilities. Utility is a subjective measure of preference and risk
attitude that may model descriptive, normative, and prescriptive mech-
anisms of choice. Expected utility incorporates the uncertainty factor.
The most important controversies of these theories are in the normative
and descriptive realms. However, even as a prescriptive method, utilities
might present some weakness due to elicitation biases or the violation of
theoretical axioms, which are usually solvable but might require the sup-
port of a decision analyst. Therefore, the value node of GIRA represents
how the stakeholders order their preferences, which should be specified
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by a more detailed evaluation sub-model with a multi-criteria decision
method [41] such as Multi-Attribute Utility Theory (MAUT) [102].

2.4.1 GIRA fundamental model

Fig. 2.3 depicts the GIRA Fundamental Model, through the influence diagram
that captures the risk analysis process for the entire incident chain. Stacked
nodes represent that, for certain node types, there could be several of them.
For instance, the materialisation of an incident could lead to several sim-
ultaneous consequences and, thus, it is necessary to create one node per
consequence type. Additionally, lighter nodes represent the risk description
part of the incident risk analysis, whereas darker grey represents the risk
evaluation part. Having said this, our model can be split into simplified,
but interlinked, sub-models, as proposed in Sect. 2.6. The rest of Sect. 2.4
describes the particularities of all nodes.

Threat
Exposure

Incident
Materialisation

Objective

Incident
Response

Risk
Evaluation

Consequence in
Managed System

Impact on
Asset

Asset
Status

Fig. 2.3: GIRA Fundamental Model.
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Threat exposure node

The Threat Exposure node (TE) contains the likelihood that the MS is exposed
to a threat. The states of this node represent the candidate threats: the ana-
lysts might be uncertain amongst a set of potential candidates, including
that no threat occurs at all. The likelihoods in this node reflect how likely it
is that a candidate threat will actually happen.

A sample question for eliciting the states of the TE node could be: What is
the specific threat that the system is facing right now? The question for eliciting
the likelihoods of the TE node could be: What is the likelihood that the system
is currently being exposed to such a threat? The most important elements for
eliciting threat exposures are the threat characteristics (e.g., motivation, cap-
ability, and opportunity in case of security threats) and the vulnerabilities of
the MS. Finally, it is important to set the expiration time for this elicitation
(i.e., for how long is the previous elicitation valid?), which corresponds to the
moment in which any of the states or likelihoods could change. Example 2.1
illustrates a TE node case.

Example 2.1. A person receives the news that a tropical storm is forming, and
might become a cyclone and head to her city. Based on the news, the person
estimates that there is 25% chance that there is a cyclone that hits her city
(and 75% otherwise), as illustrated in Fig. 2.4. The expiration time of this
node is the next update of the weather report (e.g., 6 hours), which might
cause changes in the previous probabilities.

Threat Exposure:
Tropical Storm

Cyclone heads city 25 %

Cyclone heads to other place 75 %

Fig. 2.4: TE node for Example 2.1.

Incident response node

The Incident Response node (IR) represents the actions that incident handlers
could implement to avoid or mitigate the incidents that the threats of the TE
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node could induce in the MS. The states of this node represent disjoint ac-
tions. Therefore, this node must include all relevant possible combinations
of actions, including doing nothing.

For instance, in the case of an increase in the terrorism threat level in an
airport, the responses could be two, say, increasing security checks and in-
creasing the presence of security personnel. However, considering the inac-
tion case and that the two responses can be combined, this IR node would
have four states.

A sample question for eliciting the IR node could be: Assuming that such a
threat is present, which are the responses we can implement to address the risk? Fi-
nally, the expiration time for this node corresponds to the moment in which
any of the responses could change (i.e., for how long are the previous response
actions valid?).

Example 2.2. As seen in Fig. 2.5, the person has two options, stay at home or
leave to her family house in a town safe from the cyclone. In this case, the
expiration time is irrelevant, as the person can leave her home whenever
she wants.

Incident Response:
Stay or Leave

Stay home

Leave home

Fig. 2.5: IR node for Example 2.2. Its precedent node is displayed in white.

Incident materialisation node

The Incident Materialisation node (IM) provides the likelihood that the TE
node threats materialise as an incident in the MS, taking into account the IR
node response. The states of this node represent the potential incidents as
materialisations of threats.

This node might have several states for two reasons. First, there could be
several candidate threats in the TE node, each with its associated material-
isations. In this case, the scenarios are disjoint because their parent threats
would be disjoint (e.g., an incident materialisation ‘theft’ could not exist,
should the threat exposure ‘thief’ not exist). Second, each candidate threat
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could have multiple materialisations. Then, this node must represent all rel-
evant possible combinations of materialisations.

A case is when the threat scenario involves a behaviour such as a linear
kill chain. It is easy to model each of the steps through disjoint states, in
which state n represents that the threat materialised its n-th step. A second
case is when the threat scenario involves actions that can be simultaneous.
In this case, it will be necessary to make them disjoint. For example, a virus
attack consists of ‘step 1 – delivering the virus to system element’, ‘step 2A
– exploiting that element’ and, finally, ‘step 2B – expanding to other nodes’.
Steps 2A and 2B could be simultaneous. Therefore, it will be necessary to
create four events: a state for step 1, a state for step 2A but no step 2B, a
state for step 2B but no step 2A, and a state for simultaneous step 2A and
2B. More generally, if we have n potentially simultaneous events, we would
have to create 2n states. Alternatively, it is possible to model these events by
adding threats in the TE node, create another IM node, or modelling them
as consequence nodes.

The IM node is preceded by the TE node, which means that the threat
exposure affects the likelihood of the incident materialisation. In addition,
the IM node is preceded by the IR node, which means that the response
selection of the incident handler could affect the likelihood of the incident
materialisation.

The question for eliciting the states of the IM node could be: Assuming that
such a threat is present and we implement such a response, what are the incidents
that the threat could materialise in the system? The questions for eliciting the
likelihoods of the IM node could be as follows: Assuming that such a threat
is present and we implement such a response, what is the likelihood that the threat
materialises as such an incident? Important elements related with eliciting in-
cident materialisations are the threat characteristics and the vulnerabilities
of the MS. Finally, the expiration time corresponds to the moment of time in
which any of the states or likelihoods could change.

Example 2.3. The incident materialisation refers to the potential event of the
cyclone hitting the person’s house. The first state is that the cyclone des-
troys the house, partially or fully. The second is that the cyclone causes a
flood. The third is the non-materialisation. In our example, a cyclone so
strong that it could destroy a house also typically involves floods. Then,
our node in Fig 2.6 has three disjoint states: the destructive scenario that
also involves flooding, the simple flooding scenario, and the non-disruptive
scenario. This node contains the likelihood of incident materialisation, given
the presence of a threat and the response of the incident handlers (note that
if she leaves the house, she would not be able to mitigate breaks or floods in
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the house). The expiration time is the supposed day the cyclone leaves the
city (e.g., three days).

Incident Materialisation:
Cyclone Hits House

Destructive 10 %

Flood 25 %

15 %

35 %

0 %

0 %

0 %

0 %

Heads to city Heads other p.

Stay Leave Stay Leave

Non disruptive 65 % 50 % 100 % 100 %

Threat Exposure:
Tropical Storm

Cyclone heads city

Cyclone heads to other place

Incident Response:
Stay or Leave

Stay home

Leave home

Fig. 2.6: IM node for Example 2.3. Its precedent nodes and their states are displayed in
white.

Consequences in managed system nodes

The Consequences in the Managed System nodes (CO) provide the likelihood
that an incident or its response cause further negative events in the MS.
Consequence scenarios are not disjoint by nature; i.e., an incident materi-
alisation can cause different types of consequences in the MS. In this case,
there should be a CO node for each of the different potential consequences.

For instance, an incident reducing water supply in a summer camp might
involve consequences on its showers, kitchen, or swimming pool. Each of
them could have their CO node. The states of the CO nodes represent the
severity levels for each consequence, which are disjoint in nature. For in-
stance, the incident reducing water supply in the showers could have the
following levels: fully operational, operational but with interruptions, un-
available.

CO nodes should include the interrelations amongst consequences impli-
citly in their likelihood, i.e, correlations shall be modelled with an external
model that feeds GIRA. They might be interlinked with cause-effect rela-
tions amongst them. However, CO nodes in GIRA represent the occurrence
likelihood for the particular consequence. Therefore, it is necessary to model
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multi-causality in an external model to find out the final likelihoods for each
consequence.

CO nodes are preceded by the IM node, which means that the incident
materialisation affects the likelihood of the consequence in the MS. In ad-
dition, CO nodes are preceded by the IR node, which means that the re-
sponse selected by the incident handler could eventually mitigate negative
consequences in the MS.

Questions for eliciting CO nodes could be: Assuming (1) that such an incid-
ent materialises in the system, and (2) that such a response is implemented in the
system, what would be the consequences in the system? Questions for eliciting
the states of each CO node could be: What are the different levels such a con-
sequence could have? The question for eliciting the likelihoods of CO nodes
could be: Assuming that such an incident materialises in the system and that
such a response is selected, what is the likelihood of this consequence level occur-
ring? Important elements for eliciting consequences are the vulnerabilities
of the MS and, sometimes, threat characteristics. Finally, the expiration time
corresponds to the moment in which any of the states or likelihoods could
change.

Example 2.4. The cyclone hitting the house might cause consequences on the
integrity of the house, its contents, or the person – if she stays. Each of them
would be a CO node. For instance, the integrity of the house (Fig. 2.7) could
involve no damage, collapse of building elements, and destruction of the
house. Each of these levels is a state, as they are disjoint pairwise. This node
provides the likelihood of the consequence level, given that the cyclone hits
the house. Since the house would be the same during the studied period,
the expiration time of this node is irrelevant.

Consequence in MS:
Structural Integrity of House

Destruction 10 %

Collapse 50 %

15 %

75 %

0 %

10 %

0 %

35 %

Destructive Flood

Stay Leave Stay Leave

No damage 40 % 10 % 90 % 65 %

0 %

0 %

0 %

0 %

Non Disruptive

Stay Leave

100 % 100 %

Incident Materialisation:
Cyclone Hits House

Incident Response:
Stay or Leave

Destructive

Flood

Non disruptive

Stay home

Leave home

Fig. 2.7: CO node for Example 2.4. Its precedent nodes and their states are displayed in
white.
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Asset status nodes

The Asset Status nodes (AS) apply to assets relevant when it comes to model
the impacts over the stakeholders’ interests. Different conditions in the as-
sets might enable or increase the impact of an incident over them.

There could be multiple AS nodes, as each one would represent the status
of a particular asset or set of assets. The states of the AS nodes represent
each of the relevant operational status that an asset could have, i.e., asset
status independent from the incident but relevant for the risk analysis (e.g.,
phase of a work, business situation, meteorological conditions). In addition,
these types of nodes could be deterministic in case the analyst knows with
certainty the current status and when it changes. Otherwise, nodes could be
modelled as uncertainty nodes.

A sample question for eliciting the states of each AS node could be: What
are the status that enable such an impact on this specific asset? The question for
eliciting the likelihoods of AS nodes could be as follows: What is the like-
lihood that this is the current status of the asset? Finally, the expiration time
corresponds to the moment in which any of the states or likelihoods could
change.

Example 2.5. The person works as a freelance editor. Therefore, work is one
of the assets (can be conceived as a DS) that might suffer an impact from
the consequences of the cyclone in the house. The impact on her work de-
pends on whether she is able to work, and whether she decides to work. The
ability to work is determined by the consequences of the incident on her if
she stays at home. However, the decision to work is modelled as an asset
status (Fig. 2.8)2. The expiration time is also irrelevant here, since her work
conditions would not change within the timespan considered.

Asset Status:

Decide to Work

Work X 

No Work - 

Fig. 2.8: AS node for Example 2.5.

2 Although this node represents a decision, it is not modelled as a decision node, because
we are not analysing that decision
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Impact on assets nodes

The Impact on Assets nodes (IA) provide the likelihood that a consequence in
the MS (CO nodes) leads to impacts on assets in the MS or DSs, taking into
account the asset status from the AS nodes. Impacts refer to the valuable
characteristics of the MS and the DSs. As explained in Sect. 2.2, we model
consequences in the system that the incident handlers are responsible for or
manage; and we model directly as impacts the consequences on relevant or
dependent systems.

For example, in industrial cybersecurity, control systems are linked and
overlapped with other systems, including information and communication
systems, industrial operations, and physical assets. Therefore, in this ex-
ample, a malfunctioning of a controller can destabilise the equipment, po-
tentially leading to a physical accident or interrupting industrial operations.
Analysing this chain of consequences might require an analysis of the DSs
as well. In practice, it is better to model as impacts the consequences and
losses in systems not managed by the incident handlers.

Impact scenarios are not disjoint by nature: a consequence might cause
multiple impacts in the system. Hence, there could be multiple nodes of
the IA type. Each of them would represent a different potential impact. In
addition, the states of the IA nodes represent potential states of each impact.
These states are disjoint in nature, typically, impact levels. For instance, the
impact of a forest fire can have different levels depending on the amount of
land burnt.

Additionally, there are two kinds of impacts based on the interaction of
their antecedents. Impacts are binary if they only require one of its preceding
consequences to exist (e.g., leaking a document). Impacts are additive if they
increase their value when there are more preceding consequences causing
them. For example, the more controllers malfunctioning in a control system,
the more likely the equipment will fail. In addition, as consequences could
be interlinked, it is important that the analyst does not identify the same im-
pact twice; in general, this means ensuring that the impacts of a ‘parent con-
sequence’ (e.g., empty hotel room when a customer cancels a reservation)
do not duplicate the impacts of a ‘child consequence’ (e.g., empty suite). IA
nodes should include the interrelations amongst consequences implicitly in
their likelihood, i.e, correlations shall be modelled with an external model
that feeds GIRA.

IA nodes are preceded by CO nodes, entailing that the likelihood of the
consequence in the MS affects the likelihood of the impact on assets. In ad-
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dition, IA nodes are preceded by AS nodes, so that the asset status also
determines impact over assets.

A sample question for eliciting IA nodes could be: Assuming that such a
consequence happens in the MS and such a status happens in the asset, what are
the impacts to the assets? The question for eliciting the states of each IA node
could be: What are the different impact levels such impact type could have? The
question for eliciting the likelihoods of the IA node could be: Assuming that
such a consequence happens in the MS and such a status happens in the asset, what
is the likelihood of such an impact level? The most important elements related
to eliciting impacts are those characteristics of the assets that make them
valuable to the stakeholders. Finally, the expiration time is equivalent to the
shorter amongst the CO or AS nodes expirations.

Example 2.6. The consequences of the cyclone hitting the house might lead
to different impacts. For instance, loss of valuable items or the house, or hu-
man safety impacts. Another relevant impact could be that on work as ex-
plained in Example 2.5. Each of the impact types would be a node with dif-
ferent impact levels. For instance, a human condition node (Fig. 2.9) could
have the following levels: correct, discomfort, injury, death. Each of these
levels is a state, because they are disjoint (i.e., they escalate). This node
provides the likelihoods for the impact on the working activity, given that
the person had been harmed by the cyclone and her decision about working.
The expiration time is inherited from its least-lasting precedent (CO node in
Example 2.5), which was determined as irrelevant.

Asset Status:
Decide to Work

Impact on Asset: Work

Working day 0 % 20 % 0 %

Fatal Injury

All Work No w.

No working day 100 % 80 % 100 %

100 % 0 %

Discomfort

Work No w.

0 % 100 %

100 % 0 %

Comfort

Work No w.

0 % 100 %

Consequence in MS:
Human Safety

Work

No Work

Fatal Accident

Injury

Discomfort

Comfort

Fig. 2.9: IA node for Example 2.6. Its precedent nodes and their states are displayed in
white.
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Objective nodes

Objective nodes (OB) synthesise impact levels in a reduced number of ob-
jectives relevant to the stakeholders. The states of these nodes represent the
potential states of each objective, typically, severity levels (e.g., in money or
the severity of injuries).

A sample question for eliciting OB nodes could be: Which objectives does
such an impact affect? A question for eliciting the states of each OB node could
be: What are the different objective levels of such an impact level? The questions
for eliciting the likelihoods of the OB nodes could be: (1) Does this impact
level translate automatically to this objective level? If not, (2) What is the likeli-
hood that this impact level leads to such an objective level? The most important
elements related to eliciting objectives are, as in the case of impacts, those
characteristics of assets that make them valuable to the stakeholders. The
expiration time is also inherited from the predecessor nodes.

Example 2.7. The impacts of the cyclone on the house affect different object-
ives. For instance, human and monetary objectives. In our example, the Hu-
man Objectives node (Fig. 2.10) replicates the status of the IA node Hu-
man Condition. Therefore, it is a deterministic node. On the other hand, the
Monetary Objectives node is an uncertainty node that assigns different like-
lihoods to different monetary loss levels. The expiration, inherited from the
IA nodes, is irrelevant.

Objective: Monetary

> 200.000 € ... 0 % 0 %

... More than 10 objects lost

... Work No w.

100.000 - 200.000 € ... 40 % 41 %

...

...

...

...

House in unstable conditions...

...

...

...

...

...

 50.000 - 100.000 € ... 50 % 54 % ... ...

20.000 - 50.000 € ... 10 % 5 % ... ...

< 20.000 € ... 0 % 0 % ... ...

Impact on Asset:
House

Impact on Asset:
Contents

Impact on Asset:
Work

Fig. 2.10: OB node for Example 2.7. Its precedent nodes and their states are displayed in
white.
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Risk description group of nodes

The combination of all the above nodes (2.4.1 to 2.4.1) represents the de-
scriptive part of risk analysis. The use of an influence diagram enables the
generation of the likelihoods for incident materialisation, consequences, im-
pacts, and objectives. GIRA reduces the elements that the stakeholders need
to compare to a limited number of objectives that synthesise likelihood and
severity. This is equivalent to what risk matrices provide, but in a multi-
objective version.

Therefore, GIRA can answer the following questions, among several
other: How likely is it that the threat materialises into this incident if we imple-
ment this response? And this consequence or consequence level? And this impact
or impact level? And this objective or this objective level? The expiration time for
the overall risk description is the smallest amongst the different nodes.

Example 2.8. The model in Fig. 2.11 aggregates all the steps of the incident
we modelled in Examples 2.1 to 2.7. Using this chain, GIRA calculates, for
example, that the overall likelihood for the destruction of the house (IM
node), given that the person stays home (IR node), is 2.5%. Another example
could be that the overall likelihood for the person to die is 0.194% (Human
OB node status), given that the cyclone heads to the city (TE node) and the
person stays home (IR node). In case she decides to leave her home, it is 0%
(note that we do not take into account other ways to die). The expiration
time is the shortest amongst all nodes, in this case the TE node (6 hours).



44 2 GIRA: A general model for incident risk analysis

Threat Exposure:
Tropical Storm

Incident
Materialisation

Objective:
Human

Incident Response:
Stay or Leave

Consequence in MS:
Structural Integrity of 

House

Impact on Asset:
House

Asset Status:
Decide to Work

Consequence in MS:
Human Safety

Consequence in MS:
Integrity of House

Contents 

Impact on Asset:
Contents

Impact on Asset:
HumanCondition

Impact on Asset:
Work

Objective:
Monetary

Fig. 2.11: Representation of the risk description nodes in Example 2.8.

Risk evaluation node

The Risk Evaluation node (EV) represents the stakeholders’ evaluation of the
risk scenario. The basic requirement for evaluation is ordering the different
scenarios from the most preferred to the least. This node is general by as-
sumption (Sect. 2.4), since the evaluation method is specific to the domain
or the analyst. The EV node is designed for being fed by a sub-model that
implements an evaluation methodology to order scenarios based on prefer-
ences and risk attitudes of stakeholders. For instance, MAUT, so that GIRA
implements multi-objective optimisation] [102].

Example 2.9. As illustrated in Fig. 2.12, our protagonist orders her prefer-
ences from the least preferred scenario to the most preferred. In this case,
she compares two objectives: human and monetary. The least preferred ob-
jective for her is dying without regard to how much money she loses; there-
fore, she assigns utility zero to this scenario. The preferred goal for her are
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a scenario without any impact on her health or wealth; therefore, she as-
signs a utility of one to this scenario. The rest of the scenarios have values in
between. The next step is evaluating the utility of her potential responses to
the incident. Recall that, under Utility Theory, the relevant issue is not the
utility value itself but how the different choices are ordered [102].

Objective:
Human

Risk Evaluation

Objective:
Monetary

Human Utility

O.K. 1

... ...

Monetary

0 €

...

Dead 0> 200.000 €

Incident Response:
Stay or Leave

Stay home

Leave home

0.68635

0.94874

Decision Expected Utility

Threat Exposure:
Tropical Storm

Cyclone heads city True

Cyclone heads to other place False

Fig. 2.12: Representation of the EV node in Example 2.9, together with other relevant nodes.
The TE node has a certain state (i.e., cyclone heading to the city). The IR node shows the
expected utilities for each decision. Dashed lines represent indirect precedence of nodes
(IM, CO, and IA nodes are not represented). The EV node displays the utility for the best
scenario (i.e., no impact on the human’s condition or monetary loss) and the worst.

2.5 Mathematical specification of GIRA

As an influence diagram, GIRA has a mathematical specification (Fig. 2.13).
In this section we recapitulate the logic of the model and introduce its math-
ematical aspects.
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Threat Exposure

Incident
Materialisation

Objective

Incident Response

Risk Evaluation

Consequence
in Managed System

Impact on Asset

Asset Status

p(t)

p(i j∣{ck∈C j},{sz∈S j})

p(ck∣m,r )

p(m∣t , r) r

sz

p(ob∣{i j∈Ib})

u({ob})

Fig. 2.13: GIRA with notation.

The threat exposure node represents the likelihood that a threat is present
in, or targeting, the system that the incident handlers are in charge of pro-
tection (MS, the managed system). Mathematically, it is represented by the
probability distribution p(t). The incident response node represents the al-
ternative actions that the incident handlers could implement to avoid or
mitigate the incident. The variable representing these actions is r. The incid-
ent materialisation node represents the likelihood that the threat materialises
as an incident in the MS, taking into account the response of incident hand-
lers. This is the first conditional node, p(m|t,r), which means that the prob-
ability of incident materialisation depends on the threat presence and the
response. The consequences in the managed system nodes represent the likeli-
hood that an incident or its response cause further negative events in the
MS. Its distribution is modelled as p(ck|m,r). There could be multiple nodes
of this type, so we define the set of consequence nodes as {ck}= {c1, . . . ,cK},
being K the total number of consequences. An asset is any element affected
by the incident and valuable to the stakeholders. The impact on asset nodes
provide the likelihood that a consequence in the MS leads to impacts over
the assets of the MS or other systems, or over any other stakeholders’ in-
terests. This node takes into account the current asset status, which might
enable or escalate the impacts of the incident. An asset status is represen-
ted as sz and the set of asset status nodes as {sz} = {s1, . . . ,sZ}. An impact
on asset node is represented as p

�
i j|{ck : ∃ ck → i j},{sz : ∃ sz → i j}

�
, being
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{ck : ∃ ck → i j} the set of consequence nodes parenting the j-th impact node3

and, similarly, {sz : ∃ sz → i j} the asset status nodes parenting the j-th im-
pact node. The set of impact on asset nodes is {i j} = {i1, . . . , iJ}. The object-
ive nodes synthesise impacts in a reduced number of objectives to facilitate
stakeholders understanding and comparing the outcome of the incident. An
objective node is represented as p

�
ob|{i j : ∃ i j → ob}

�
, being {i j : ∃ i j → ob}

impact on assets nodes parenting the b-th objective node. The set of object-
ive nodes is {ob}= {o1, . . . ,oB}.

The combination of all the nodes, from threat exposure to objective nodes,
represents risk description, which is modelled by the following equation:

p
�
{ob},{i j},{sz},{ck},m,r, t

�
=

= p(o1, . . . ,oB, i1, . . . , iJ ,s1, . . . ,sZ ,c1, . . . ,cK ,m,r, t) =

=

� B

∏
b=1

p
�

ob|{i j : ∃ i j → ob}
�� � J

∏
j=1

p
�

i j|{ck : ∃ ck → i j},{sz : ∃ sz → i j}
��

×

×
� K

∏
k=1

p(ck|m,r)
�

p(m|t,r) p(t).

Finally, the risk evaluation node represents the stakeholders’ evaluation of
the risk scenarios caused by the incident. It can be modelled, following the
multi-attribute utility theory paradigm [102], as u

�
{ob}

�
= u(o1, . . . ,oB). The

actual risk evaluation is based on the expected utility when response r is
implemented,

ψ(r) =
�
· · ·

�
u
�
{ob}

�
p
�
{ob},{i j},{ck},m, t

�
dt dm dcK . . .do1.

From this equation, we can obtain the maximum expected utility response,
by calculating r∗ : maxψ(r).

Another aspect to consider is the time frame of the risk analysis. Specific-
ally, the expiration time (x) of GIRA is the estimated moment of the earli-
est relevant change in any of the elements that participate in the incident
(e.g., threat, system, assets). The expiration time could also be a specific time
frame set by the analyst. The analysts should refer likelihoods to such time
frame.

3 More properly, the set of consequence nodes for which there exist an arc (directed edge
as a graph) directed to the impact node i j.
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2.6 Additional GIRA models

GIRA can be derived into additional configurations, either for simplification
or for extension.

The first simplified model is GIRA for Simple Risk Description (Fig. 2.14).
Following the rules for simplifying influence diagrams [152], the likelihoods
of CO and IA nodes (which can be modelled externally) can be simplified as
likelihoods between the IM and OB nodes. The second simplified model is
GIRA for Simple Risk Evaluation (Fig. 2.15). Following again the rules for sim-
plifying influence diagrams, all uncertainty nodes can be modelled extern-
ally to synthesise them as OB nodes. This is the simplest version of GIRA.
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Fig. 2.14: GIRA for Simple Risk Description.
CO and IA nodes are synthesised in the OB
nodes with the support of an external model
for analysing consequences and impacts.
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Fig. 2.15: GIRA for Simple Risk Evaluation.
All uncertainty nodes are synthesised in the
OB nodes with the support of an external
model for analysing threat exposure, incid-
ent materialisation, consequences, and im-
pacts.

When it comes to extension models, the first one is GIRA for Multiple Stake-
holders (Fig. 2.16). The risk analysis might require that multiple stakeholders
evaluate the risk. The solution is simply adding more IR nodes. This model
is able to generate specific information for the stakeholders during negoti-
ating processes, or for calculating social optimisation methods.

Another extension is GIRA for Immediate and Eventual Consequences (see
Fig. 2.17). In Sect. 2.2.1, we discussed the distinction between immediate and
eventual consequences of incidents. Modelling this would require, first, to
establish that the time period we consider is the immediate one. The second
step would be to classify the consequences between the immediate and the
eventual groups of nodes. Some of the consequences would have to be split
into both groups. The third step would be eliciting the likelihoods. This dis-
tinction between immediate and eventual consequences would also bifurc-
ate the impacts and objectives between immediate and eventual nodes. This
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Fig. 2.16: GIRA for Multiple Stakeholders. This extension further adds EV nodes.

model might be useful for compound incidents in which the initial events
are harmful or cause minor impacts and an early action could be counter-
productive. For instance, removing a malware from a control system that
is performing industrial operations could stop them and, thus, is usually
better to do this at another moment.
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Fig. 2.17: GIRA for Immediate and Eventual Consequences. This extension bifurcates CO,
IA, and OB nodes into two groups: immediate and eventual.
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2.7 Discussion

We have proposed GIRA, a decision support model that formalises the in-
cident risk analysis process through an influence diagram. Regarding our
research objectives, the model of this chapter is the first step for developing
a risk analysis model for cybersecurity incidents (RO1). Basically, we have
found that the main aspects of the model can be generalised to incidents and
risks in general. We also thought that a general and systematic discussion of
incidents would be a useful contribution to thoroughly characterise the risk
of incidents. The intention is to provide reliable risk indicators and a tool
that overcomes various limitations that we have found in existing methods
(Sect. 2.1). We discuss these contributions below.

Risk evaluation: Existing risk analysis methodologies provide a reliable ana-
lysis of incident risks from different points of view: upstream triggers (e.g.,
fault trees), downstream escalation (e.g., FMECA), and the combination
of upstream and downstream approaches (e.g., bow-ties). However, these
models do not cover risk evaluation. GIRA combines risk information from
upstream and downstream analysis, but does also provide modelling of risk
evaluation. Furthermore, GIRA generates risk information that serves as a
complement to existing methods not covering the entire risk analysis pro-
cess such as attack trees, FMECAs, and bow-ties.

Adversarial threats: Besides awareness on the inadequacy of frequencies for
modelling adversaries, GIRA does not model explicitly adversarial threats.
The simplest approach to overcome this limitation is using adversarial risk
analysis [145] to feed the threat exposure or incident materialisation nodes.

Risk scoring and likelihood elicitation: Risk matrices cover the entire risk ana-
lysis process. However, their risk scoring method is oversimplified. This has
advantages for brainstorming, structuring, and communicating risks. Yet,
the use of an oversimplified scoring might lead to an ambiguous, and even
meaningless, categorisation of likelihoods and impacts. GIRA, as an influ-
ence diagram, provides a graphical representation that facilitates the un-
derstanding of cause-effect relations in incident risk analysis. As a Bayesian
network, it is suitable for sensitivity analysis, parameter learning, and what-
if analysis. It is also possible to implement a qualitative analysis through the
use of a semi-quantitative procedure for capturing the analysts’ elicitation.
In addition, GIRA elicits risk from the information of threats, responses,
vulnerabilities, asset status, and the derived escalating events. Finally, the
inclusion of expiration times makes GIRA actionable at real-time without
entailing unnecessary complexity.
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Risk comparison: The direct scoring of impacts and risks in one objective,
as in risk matrices, obscures their incommensurability (e.g., monetary vs
safety impacts). GIRA does not use a single objective but helps to re-
duce the elements that the stakeholders need to compare, by using ob-
jective nodes that synthesise risk likelihood and severity. This is equival-
ent to what risk matrices provide yet in a multi-objective fashion. Addi-
tionally, GIRA provides an evaluation node that supports the use of multi-
criteria decision and optimisation methods. As seen in Sect. 2.6, GIRA can
be simplified to versions that resemble the communication simplicity of risk
matrices without losing any of the analytical capabilities of the complete
GIRA model.





Chapter 3

CSIRA: A method for analysing the risk of
cybersecurity incidents

This chapter takes the general model GIRA (Chapter 2) and tailors it to cy-
bersecurity (hereafter called CSIRA). Additionally, we provide supporting
methods (Sect. 3.2) for simplifying the risk analysis: one for categorising the
ramifications of cybersecurity incidents and a minimal method for elicit-
ing likelihoods based on the oddness of events. Sect. 3.3 introduces CSIRA,
supported by an example of its application in Sect. 3.4. Finally, Sect. 3.5 dis-
cusses CSIRA.

3.1 Brief on cybersecurity incidents

Cybersecurity incidents happen in a context of uncertainty in which incid-
ent responders have to analyse the potential uncertainties around the in-
cident and the potential consequences in the system and on the assets. The
earlier signs of one of these events are, typically, suspicious anomalies that
could also be caused by legit actions by the system or users. Here, the ana-
lysis focuses on identifying what could have caused the anomalous event,
and what events might follow. For instance, a new connection within a net-
work could be caused by a maintenance laptop or an unauthorised party
accessing the network. Additionally, if a specific attack or problem has been
identified, then the analysis focuses on identifying the consequences of the
threat, how likely they are or how the potential countermeasures would
change the risk. For example, analysing the presence of malware in an in-
dustrial controller would deal with aspects such as whether it is harmful
to the controller or the current industrial process, whether it can spread to
other devices or what the consequences of removing the malware or chan-
ging the device are.

53
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Analysing risk is also critical for dealing with cybersecurity incidents.
However, there is no explicit method for analysing risk during cybersecur-
ity incidents, relying on the general methods introduced in Sect. 2.1.

3.2 Base models

Our approach for building a cybersecurity incident risk analysis model is
based on the following three models/methods:

1. The general model for incident risk analysis (GIRA, in Chapter 2).

2. A simple method for eliciting likelihoods based on the oddness of events.

3. A method for mapping the ramifications of cybersecurity incidents.

We describe the last two in the rest of the section.

3.2.1 Eliciting the likelihood based on the oddness of the event

The quality of risk analysis relies on how well it considers uncertainty [55].
This is achieved by using suitable and well-processed data, if available, or in
the partial or complete support of expert knowledge [54] or other elicitation
methods [141]. However, this information might not be available during the
time frame of the incident, in which the analysts do not have access to data
or experts.

Analysing the likelihood of events using a qualitative interpretation could
be arbitrary, but a meaningful yet practical approach is basing this split-
ting on a qualitative interpretation of probability ranges: certain for p(e) = 1,
possible for p(e) = (t,1), rare for p(e) = (0, t) and impossible for p(e) = 0.
Any event x that clearly has a likelihood below the interpretative oddness
threshold t is defined as rare, whereas the events with a likelihood around
or above t are defined as possible. This simple method can be extended with
several levels of oddness. Interpretatively, this means that rare would change
to p(e) = (t2, t1) and could be conceived as rare (oddness 1), and that we could
define a new rarer than rare / rare (oddness 2) event with p(e) = (t3, t2). We can
continue this process until a rare (oddness i) event, which might be useful for
comparing the likelihoods of different events, although it would become
more and more difficult to interpret in absolute terms.



3.2 Base models 55

Additionally, we can establish a rule for the likelihood of a chain of n
events, based on the accumulated oddness, i.e.,

p(en|en−1| . . . |e1) = (tl−1, tl) : l =
n

∑
i

odd(ei),

being odd(ei) the oddness of the event. Certain and possible events have an
oddness of zero. Additionally, any chain with at least one impossible event
is automatically impossible, and any chain with all of its events certain is
automatically certain.

Following these rules we have that a chain of possible and certain events
is possible, a chain with a rare event would be rare (one event with oddness
1), a chain with two rare events would be a rarer than rare event (two events
with oddness 1), a chain with a rarer than rare event would be a rarer than
rare event too (one event with oddness 2). For instance, in industrial cyber-
security, an analyst could interpret that the event of an attacker manipulat-
ing a controller is rare and that, given such a manipulation, the event of a
controlled sabotage by the attacker is rare. Therefore, this chain of events
would be elicited as ‘rarer than rare event’.

Table 3.1 summarises these concepts. It also shows the numerical imple-
mentation in a Bayesian network like GIRA, which can take the qualitat-
ive likelihood as a numerical input to populate the probabilities of nodes
and, vice versa, translate the overall probabilities calculated by the network
into the qualitative interpretation again.These values are defined based on
practical purposes. First, a probability range of 2 orders of magnitude, e.g.
(1×10−2,1), allows us to model dozens of states. The differences among the
magnitudes of the various probability ranges are established in a way so
that a chain with a rare event will always have a lower probability than a
chain without it. In the case of GIRA, we have a chain of 5 nodes and, tak-
ing into account that we use probability ranges of 2 orders of magnitude,
the difference between probability ranges must be, at least, 10. This way, by
multiplying the probabilities of the chain of events, we will get as output
the overall probabilities, with their different orders of magnitude.
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Qualitative
likelihood

Probabilistic
interpretation

Numerical input to
GIRA

Bayesian network

Numerical output
from GIRA

Bayesian network
Certain 1 1 1
Possible (t1,1) (1×10−2,1) (1×10−10,1)

Rare
(oddness 1) (t2, t1) (1×10−12,1×10−10) (1×10−20,1×10−10)

Rarer than rare
(oddness 2) (t3, t2) (1×10−22,1×10−20) (1×10−30,1×10−20)

. . . . . . . . . . . .
Impossible 0 0 0

Table 3.1: Table with the probabilistic interpretation of qualitative likelihoods.

3.2.2 Understanding potential ramifications of cybersecurity incidents

Multiple guidelines and taxonomies exist for identifying and categorising
cybersecurity risks. We can distinguish two groups. One group at the tech-
nical level, the larger in the literature, deals with the categorisation of cyber
attacks and their effects on digital systems. These guidelines might be use-
ful for identifying elements related to threats, incidents, and system con-
sequence. The other group deals with the impact that cybersecurity risks
might have on assets, value or risk objectives. Examples of widely used
methods are COBIT [93] or FAIR [161]. However, the majority of the cat-
egories for impacts and assets have a perspective that pivots on a busi-
ness/organisational interpretation of assets and stakeholders. Although
most risk management happens in organisational settings (e.g., business or
public agencies), a more broad perspective is feasible when thinking about
cybersecurity risk impacts, i.e., asset as something with value for somebody
and stakeholder as somebody that might be affected by the incident.

A thorough categorisation model would require a combination of IT, OT,
cyber-phisical and cyber-psychological risks, an analysis of their impact at
microsocial and macrosocial level and an analysis of what new cyber risks
would emerge in the future (e.g. what risks the pervasive use of virtual real-
ity will bring and how they could become cybersecurity risks). There is no
scientific or technical literature so comprehensive. However, a simplified
model for quick elicitation may be established. Fig. 3.1 depicts a graphical
model for categorising the potential ramifications of cybersecurity incid-
ents. In the context of GIRA, this model might be helpful for identifying
the consequences and impacts nodes.
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The starting point is the managed system (MS), in which the analysed cy-
bersecurity incident happens. The primordial risks of cybersecurity incid-
ents are those involving the processing, storage and transmission of digital
data. For example, ransomware, denial of service or man-in-the-middle at-
tacks. These events could happen in the MS or other digital systems man-
aged by the organisation dealing with the incident or third parties.
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Fig. 3.1: Categories that classify the ramifications of cybersecurity risks

However, the importance of cyber risks resides, mostly, in the ramific-
ations to other organisational or physical systems and assets that depend
on, or can be affected by, the compromised digital systems. The most direct
ramifications are the incidents grouped in the broad category of cyber in-
terfaces. Physical operations refer to the interactions between physical real-
ity and digital systems, such as input and output devices (e.g., keyboards,
screens, printers, mouses, USB ports) or the actuators and sensors of indus-
trial control systems. Examples of risks here involve unauthorised cyber-
physical actions like the ones executed by Stuxnet [106] (manipulation of
nuclear plant centrifuge speeds) or the malicious hijacking of laptop cam-
eras. Information systems refer to the actual information contained in the
digital systems (e.g., documents, pictures). An example risk in this case is
the stealing of secret documents. Communication systems refer to the actual
communication facilitated by the digital systems (e.g., chats, video confer-
ences). Examples of risks here are the interference with a video conference
or even the dissemination of false information through vulnerabilities in
social networks (e.g., Twitter bots). Administrative operations refer to the
affairs conducted with the digital systems (e.g., invoicing or buying online).
An example risk in this area is the hijacking of an e-banking account. The
virtual experience refers to the human experience in the reality created by
the digital system (e.g., user experience in an application, human interac-
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tion in a social network). Examples of this type of risk are the exposure of
personal information or sensitive images in social networks.

The indirect ramifications are categorised in a micro and a macro envir-
onment that refer to non-digital and non-cyber consequences. The micro-
environment refers to risks at the particular or organisational level, as well
as risks with organisations and people with a relatively direct relationship
(e.g., customers and suppliers for a business, family and friends for a per-
son). The first type of risks are in physical assets (e.g., machinery, personnel)
and activities (e.g., manufacturing and transporting items). An example risk
could be the sabotage by Stuxnet of the facility centrifuges (asset) and the
enrichment of uranium (activity). Intangible assets refer to any characteristic
or thing without physical presence. Example risks are the loss of secrets,
reputation, compliance or money caused by a cyber attack. The psycholo-
gical aspect refers to how cyber risks affect the human experience. Examples
of these risks are the psychological problems derived from cyber-bulling or
the exposure or personal data to the public. The macro-environment refers
to the consequences at a social or ecosystem level. For instance, the political
impact on Iran of Stuxnet, or the environmental and economic impact in the
case a cyber attack facilitates an accident with contaminants or dangerous
materials in an industrial facility.

3.3 CSIRA: Cybersecurity incident risk analysis

Now we introduce the cybersecurity incident risk analysis model (CSIRA),
which aims at providing a paradigm practicable as a quick risk analysis
method during cybersecurity incidents. CSIRA combines GIRA, the oddness
method for likelihood elicitation, the graphical model for brainstorming cy-
bersecurity incident ramifications and a simplified method for risk evalu-
ation based on comparing the outcomes of different incident responses.

First, CSIRA uses GIRA as the risk analysis model, so that a high-level but
comprehensive method is applied to the cybersecurity incident assessment.
As argued previously, risk matrices oversimplify many risks components
and other methods are more focused on the technical side (e.g. bow-ties).
It is feasible to combine the use of a more detailed technical model for the
cyber attack (e.g., attack tree) and the consequences (e.g., fault tree) with the
use of GIRA for the impact and objective analysis.

Second, CSIRA uses a simplified interpretation of likelihood (Sect. 3.2.1),
so that the elicitation is quick but at least implementable numerically. The
qualitative scale of risk matrices cannot be applied to a chain of events nor
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be interpreted easily as a probability range. We also assume that a quantit-
ative or semi-quantitative elicitation is not feasible in real-time. If so, then it
would also be feasible to directly use GIRA, with quantitative data or expert
elicitation.

Third, CSIRA uses a simplified model for eliciting the ramifications of
cybersecurity incidents (Sect. 3.2.2), so that all feasible types of incidents are
thought about. This intends to facilitate brainstorming, based the contextual
knowledge of the user undertaking the analysis. We think that this approach
is more feasible and useful in real time than presenting a general catalogue
of impacts.

Fourth, GIRA would need the elicitation of the preferences and risk atti-
tudes of the stakeholders, following the standard process in influence dia-
gram building. However, this would require time and support from experts.
For CSIRA, we establish a faster alternative method, described in Sect. 3.4.4:
Once the users build the risk description part, they could obtain the total
likelihoods of the risk problem. From the decision-making perspective, the
only comparison they have to make is how the responses to the incident,
and inaction, affect risk objectives.

CSIRA does not contain any knowledge base or any process to build one.
For that to be useful, it would be necessary with very tailored information
adapted to the specific systems, assets and stakeholders of the organisation.
Indeed, rather than the potential incorporation of cybersecurity knowledge,
we would recommend the use of a collection of cybersecurity standards. The
most relevant one in this case is the NIST Cybersecurity Framework [129],
which provides (1) the most comprehensive structuring of the aspects that
should be taken into account in cybersecurity management and (2) specific
chapters that deal with these topics in other relevant collections of stand-
ards (e.g., NIST, ISO, COBIT). Nor do we provide any automatic reasoning
mechanism besides the Bayesian calculation of likelihoods. Although auto-
mation would reduce human task load, it would also take decision-making
from the users. Indeed, the intention is the opposite: providing a risk ana-
lysis model that explicitly relies, as much as possible, on human interpreta-
tion and decision-making.

3.4 An example cybersecurity risk analysis

This section introduces the steps for using CSIRA, supported by an example.
Our intention is not to undertake a realistic risk analysis but to provide an
example to show CSIRA. First, we cover risk description, which consists
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in three steps. The first step, in Sect. 3.4.1, is risk identification using the
graphical model presented in Sect. 3.2.2 for identifying cybersecurity incid-
ent ramifications. The second step is risk elicitation (Sect. 3.4.2), using GIRA
as the base risk model with the elicitation method presented in Sect. 3.2.1
to generate the likelihoods of different events. The final step of the risk de-
scription is risk calculation, using also the mentioned elicitation method.
The outcome of risk description are the relevant risk scenarios for decision-
making: the potential results of the different incident responses regarding
their relevant risk objectives. The risk analysis finalises with the risk evalu-
ation of Sect. 3.4.4.

The example case is applied to the industrial control systems (ICS) of an
oil and gas drilling rig, as this facility is a paradigmatic case of the phys-
ical and organisational ramifications that a cybersecurity incident could
have. The incident would be the presence of a wiper malware in the sys-
tem in charge of drilling the well. This kind of malware is capable of eras-
ing data in the operating system (OS) boot records or critical files. Interest-
ingly [78] some of the most notorious wiper cyber attacks, like Shamoon and
BlackEnergy, targeted the oil and gas industry. The human-machine inter-
faces (HMI) of industrial systems are typically installed on top of popular
OS like Windows. Therefore, a disruption in the HMI caused by a wiper
might affect, to some extent, the industrial operation that the HMI helps to
control. This involves that incident handlers should think about the ramific-
ations of the incident on industrial operations and assets.

3.4.1 Risk description: identification

Fig. 3.2 depicts the consequences and impacts of cybersecurity incidents,
applying the method of Sect. 3.2.2 to our scenario of a wiper in a drilling
rig. The managed system is the drilling ICS. The initial incident is the pres-
ence of the threat, i.e., the presence of the wiper malware in the ICS. The
exposure to this threat could lead to the main incident, which is the execu-
tion of the wiper in the PC hosting the HMI software. The square represents
the potential response of the incident handler. Given that a wiper could be
a sophisticated tool, a full fresh re-installation of the HMI PCs would be a
prudent response.

In case the wiper is successfully running in an HMI PC, the next con-
sequence could be the disruption of the OS of the HMI PC. In addition, the
incident response has also a consequence: a fresh installation of the HMI
PCs would need to put the ICS under maintenance for 24 hours. The next
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step is to identify the ramifications that the disruption could have beyond
the ICS. The first one is the disruption in the human-machine interface, i.e.,
the disruption of the interaction between operator, ICS and industrial op-
eration. This could lead to a disruption of the drilling operations, which
in turn might lead to incidents with equipment, the oil well or personnel.
In addition, an incident involving the well integrity might lead to a spill
involving hydrocarbons or other contaminants into the rig floor or the sea.
An additional consequence, very relevant in oil platforms, is the loss of time,
which can be caused by both the disruption in the drilling operations and
the maintenance of the ICS (in the case of re-installing the HMI OS). How-
ever, one important element affects the disruption of the drilling operations:
whether the platform is drilling or performing other activity.
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Fig. 3.2: Graphical representation of potential risks of a wiper in a drilling rig. Rounded
nodes represent uncertain events. Rectangles represent incident handler decisions. Double-
rounded circles represent known states.
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3.4.2 Risk description: elicitation

Fig. 3.3 illustrates the influence diagram of our example, using the likeli-
hood elicitation of Sect. 3.2.1, and derived from the risks identified in Sect.
3.4.1.

The uppermost node is the threat exposure. It represents the uncertainty
about the presence of the wiper. In this case, the analysts considered that the
presence is possible (represented as P in the graph). Its complementary state
(no presence of wiper) is also possible. Additionally, the incident response
node represents the actions that the incident handler can take. In our case,
the re-installation of the HMI OS with a fresh and updated version or the
option of leaving the system as is.

The incident materialisation node represents the main incident: the execu-
tion of the wiper in the HMI PC. It has two uncertain states: whether the
wiper runs in the PC or not. However, these events are conditioned by two
factors. First, whether the wiper presence is a false alarm (threat exposure
node). Second, whether the incident handlers re-install the HMI PCs. This
is reflected in the likelihood assigned. If the wiper is present and the incid-
ent handlers leave the system as is, then it is possible that the wiper would
run in the HMI PC. Otherwise, the wiper would not run (in the graph, 0
represents impossible and 1 represents certain).

There are two consequence in the managed system nodes. The first one rep-
resents the event of the wiper actually disrupting the OS of the HMI. In case
the wiper is running in the HMI PC, then the likelihood of the HMI dis-
ruption is rare (as established earlier, rare (oddness 1), represented in the
graph as R1) and the likelihood of its opposite is, thus, possible. In case the
wiper is not running, then the certain event is the correct status. The second
consequence node represents the event of putting the system under main-
tenance caused by the re-installation of the HMI PCs.

There are several impact on asset nodes. They represent most of the incid-
ent ramifications outside the managed system we identified in the previous
section, except the disruption of drilling operations. The reason is that such
disruption acts as an ‘intermediate‘ risk, i.e., its risks are reflected on other
assets, like the integrity of the different assets, the loss of time or the spill
of contaminants. These nodes are preceded by the asset status node inform-
ing whether the platform is drilling. In addition, the impact nodes should
summarise the likelihood of the chain of events that do not happen in the
MS but may lead to those impacts. This means that given a consequence
in the MS and the status of some asset, they should reflect the likelihood
of the different impact levels attainable. For instance, in case the impact 5
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Fig. 3.3: Influence diagram representing the risk analysis for the wiper incident in a drilling
control system. When it comes to the likelihoods, a sure event is represented with 1, an
impossible event with 0, a possible event with P, a rare event with R, a rarer than rare event
with R2, and so on.
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‘spill of contaminants’ we have that, given that the asset status is drilling
and that the HMI PC has been disrupted, the likelihood of a local spill is
rare (oddness 4), the likelihood of a site spill is rare (oddness 3) and the
likelihood of the no spill event is possible.

It is necessary to analyse the chain of events to determine whether one
event is clearly rarer than other, as in Sect. 3.2.1. For instance, the event
of a fatal personnel injury is established as clearly rarer than a non-fatal
injury and than a local spill. Then, we establish that the event of a local
spill is clearly rarer than a site spill. Following this procedure, we assign the
different oddness to different events.

A final aspect to take into account is the expiration time of this risk ana-
lysis. Most of the events described have no clear time boundary. However,
one of the nodes of our example stands out as the compass of timely risk
response: the asset status node. First, all of the relevant impacts happen
when the platform is drilling. Second, the incident handlers are able to know
whether the platform is drilling or not and when this status would change.
For instance, drilling might be scheduled for turns lasting several hours in
the upcoming weeks. As an example, the expiration time for the analysis
could be 8 hours.

3.4.3 Risk description: calculation

Following the procedure for likelihood calculation in Sect 3.2.1, we can cal-
culate the final conditional probabilities of the different nodes of the influ-
ence diagram. Fig. 3.4 displays the calculation for the case in which the in-
cident response ‘leave the MS as is’ is selected and taking into account that
the current asset status is ‘drilling’.

The logic of the influence diagram allows us to disregard infeasible and
impossible events. For instance, the stricken out text in grey cells highlights
infeasible events (e.g., in the consequence 2 node, it is infeasible any event
that is conditioned by the incident response event of ‘installation’) or im-
possible events (once again, in the consequence 2 node, the event of ‘main-
tenance’ is impossible, given that the incident response event is ‘leave the
system as is’). This kind of reasoning propagates through the diagram.
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Threat Exposure:
Wiper malware present in ICS

Incident Materialisation:
Execution of wiper malware

Objective A:
Monetary

Incident Response:
Fresh installation of HMI PCs

Consequence in MS 1:
Disruption of OS of the HMI PC

Impact on
Asset 1:

Equipment
integrity

Asset Status:
Drilling status

Running 0

Not running 1

P

P

0

1

0

P

Present False alarm

Install Leave Install Leave

TE status >

IR status >

Present P

False alarm P

Installation

Leave it as is

Disruption R1

Correct status P

0

P

Run. NRIM status >

Drilling
Inactive

Impact on
Asset 2:

Well
integrity

Impact on Asset 5:
Spill of contaminants

Local spill R5 0 0

Drilling Inactive

D C ...

AS status >

CO1 status >

Site spill R4 0 0

No event R P

Objective C:
Environment

Local R5
Site 0

0

R4

LS SSIA5 status >

None 0 0

0

0

NE

P

Objective B:
Safety

Consequence in MS 2:
ICS under maintenance

MS active 0

MS maintenance 1

1

0

Ins. Lea.IM status >

Impact on Asset 4:
Personnel integrity

Fatal injury R6 0 0

Drilling Inactive

D C ...

AS status >

CO1 status >

Injury R4 0 0

No injuries R P 1

Impact on Asset 4:
Personnel integrity

480 h R4 0 R3 0

Active Maint.

D C D C

CO2 status >

CO1 status >

72 h R2 0 R 0

24 h R2 0 P 1

0

...

...

0

0

DrillingAS status > Inactive

8 h R 0 0 0 0

0 h R P 0 0 1

Fig. 3.4: Influence diagram representing the total conditional likelihoods for the risk ana-
lysis problem. Grey cells with the text stricken out represent infeasible or impossible events.
Likelihoods in bold highlight that the conditional likelihood differs from the marginal one
in Fig. 3.3.
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Additionally, the oddness method of likelihood propagation allows us to
replicate conditional probability. For instance, in the incident materialisa-
tion node, the marginal likelihood of the event ‘wiper not running’, given
the events ‘false alarm’ in the threat exposure node and ‘leave it as is’ in
the incident response, is certain. However, its conditional probability is pos-
sible, since its materialisation is a chain of a possible event (‘false alarm’) and
a certain event (‘wiper not running, given the false alarm and the leaving of
the system as is’). This procedure propagates through the diagram. Addi-
tionally, when an event can happen through multiple event chains, then the
likelihood of the likeliest one is selected. For example, in the impact on asset
5, the event ‘no spill event’ is rare if it comes from the chain with the con-
sequence 1 event ‘disruption’, and it is possible if it comes from the chain
with the consequence 1 event ‘correct status’. Since the event is, overall, at
least possible, this is the likelihood passed to the child event ‘none’ in the
objective C node.

3.4.4 Risk evaluation

From an evaluative point of view risks and, specifically, impacts over value
are incommensurable, i.e., they cannot, or ought not, be objectively evalu-
ated in a single severity scale [48]. Therefore, a single scale, like the severity
level of risk matrices, leads to a high level of incommensurability. On the
other hand, it is recommendable to limit the number of elements to compare
to facilitate decision-making. Multiple methods exist for evaluating risk, for
instance, if the analyst has time and access to subject-matter experts, it is
recommendable to use a method for preference and risk attitude elicitation,
e.g. multi-attribute utility theory [140]. The rationality axioms make sense
for generating a transparent and logical evaluation of the risk scenarios.
Utility functions are flexible enough to represent multiple types of prefer-
ence and risk attitudes and they offer strong analytical and mathematical
properties. In addition, it is possible to avoid re-eliciting preferences as long
as there are no changes in preferences.

The outcome of the risk description part is a set of scenarios represent-
ing how risk objectives could be affected by an incident, given the incident
response. As depicted in Fig. 3.3, we created three objective nodes: monet-
ary, safety and environment. The monetary node synthesises the cost that an
incident in the assets might cause. On the other hand, the safety and envir-
onment nodes are practically direct translations of their precedent impact
on asset nodes, as they have only one parent node.
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As a decision problem, risk analysis is undertaken with the purpose of
clarifying what are the best options to counter a risky situation. In our case,
this involves that the main components to be evaluated are the potential
responses of the incident handlers regarding risk objectives.

Tables in Fig. 3.5 display the relevant information that CSIRA presents
to the stakeholders so that they are able to compare what different events
regarding risk objectives, and their likelihood, might happen if they imple-
ment a response. In this case, the alternatives are either assuming a cost
e240,000, caused by the lost time of maintaining the MS or face the rare
event of losing e80,000, or the rarer than rare events of losing e240,000 or
e720,000. If they disregard the even more rare events (oddness 3 or greater),
then it seems a simple comparison between a certain lost of e240,000 and a
loss three times greater but many more times less likely. However, should
the stakeholders take into account the most rare events, then the comparison
would become less clear.
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Asset Status: Rig is drilling

Response: Leaving the MS as is

Likelihood
Objective A:

Monetary
Objective B:

Safety
Objective C:
Environment

Certain - - -

Possible € 0 No injuries No spill

Rare € 80,000 - -

Rarer than rare € 240,000

€ 720,000

- -

Oddness 3 or higher € 2,000,000 [R3]

€ 4,800,000 [R4]

€ 5.000.000 [R5]

€ 6,800,000 [R7]

€ 9,800,000 [R9] 

€ 11,800,000 [R12]

Injuries [R4]

Fatal injury [R6]

Site spill [R4]

Local spill [R5]

Asset Status: Rig is drilling

Response: Fresh installation of HMI PCs

Likelihood
Objective A:

Monetary
Objective B:

Safety
Objective C:
Environment

Certain € 240,000 No injuries No spill

Possible - - -

Rare - - -

Rarer than rare - - -

Oddness 3 or higher - - -

Fig. 3.5: Tables representing the likelihood of different risk objectives when the incident
handlers leave the wiper in the MS (upper table) and when they decide to do a fresh in-
stallation of the affected computers (lower table). Events with an oddness of 3 or higher
contain their specific likelihood with squared brackets.

3.5 Discussion

We have presented CSIRA, a model for building a high-level cybersecurity
incident risk analysis. CSIRA is based on an influence diagram that provides
a more comprehensive risk analysis than risk matrices. Realising the fact
that risk quantification is practically infeasible in real time, we have imple-
mented an alternative qualitative method that is at least implementable in
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an influence diagram to follow the basic logic of probability. We have put a
special emphasis on what stakeholders value (impact nodes), how to syn-
thesize these impacts over value (objective nodes) and how do stakeholders
evaluate potential responses with respect to these risk objectives (risk eval-
uation). These axiological aspects require, rather than plain business impact
scales, decision analysis modelling, so that value aspects are better formal-
ised [70].

We present our method as an alternative to risk matrices rather than to
more technical methods like attack or failure trees. Namely for two reas-
ons, matrices use a single severity scale to merge their different categories
of impact, in contrast to our approach or a more granular identification of
impacts and their synthesis in a reduced number of risk objectives. Addi-
tionally, our likelihood elicitation method is as simple as the risk matrices
(and it shares its limitations) but is designed to follow probability axioms,
so that it could be applied to chains of events.

Regarding our research objectives, CSIRA is our main proposal for a
risk analysis model for cybersecurity incidents (RO1). The framework de-
veloped in Chapter 4 is more thorough and sophisticated and can be used to
model the risk of cybersecurity incidents, however we think the simplifica-
tions developed in GIRA and CSIRA could be more useful in context that re-
quire a more immediate assessment. Additionally, the tree of cybersecurity
objectives provides a more sophisticated way for multi-objective decision-
making in cybersecurity (RO3), but the mapping presented in Sect. 3.2.2
helpful for a quick assessment.

Upcoming work shall focus on the implementation of CSIRA. The main
aspect is its software implementation. R or Python offer an ideal framework
for implementing GIRA or CSIRA with a thorough statistical modelling. In-
deed, it can be done in a similar fashion to how we implemented in R the
ARA model we introduce in the next chapter. Alternative, a JavaScript im-
plementation would facilitate the creation of an small application to under-
take a CSIRA analysis with the simplified method of elicitation, since it can
be implemented with simple maths or logical reasoning. Besides the imple-
mentation of the influence diagram, that requires graph visualisation pack-
ages, it is also important to define a semantic model of CSIRA that captures
the input from the users. Additionally, the elicitation method presented here
would require a set of functions that transforms the user input (e.g., pos-
sible, oddness-1 rare event) into the marginal probabilities of the Bayesian
nodes, and a set of functions that transforms the calculated probabilities
into the ‘oddness’ language again. Future work after the implementation
shall focus on test-based improvements of CSIRA and the construction of
guidelines for its use.





Chapter 4

An adversarial risk analysis framework for
cybersecurity

The previous chapters focused on risk analysis during incidents. This chapter
focuses on the typical time frame of risk analysis: a planning period such
as a year or the lifetime of a system or organisation. Here we propose a
more rigorous framework for risk analysis in cybersecurity. We emphasise
adversarial aspects for better prediction of threats as well as include cyber
insurance. Sect. 4.1 presents our framework, supported by a case study in
Sect. 4.2. We conclude with a brief discussion.

4.1 A cybersecurity adversarial risk analysis framework

We introduce our integrated risk analysis approach to facilitate cybersecur-
ity resource allocation. Our aim is to improve current cybersecurity frame-
works, introducing schemes that incorporate all relevant parameters, in-
cluding decision-makers’ preferences and risk attitudes [29] and the inten-
tionality of adversaries. Moreover, we consider decisions concerning cy-
ber insurance adoption to complement other risk management alternat-
ives through risk transfer. We present the framework stepwise, analysing
the elements involved progressively. We describe the models [12] through
influence diagrams (ID) and bi-agent influence diagrams (BAID) detailing
the relevant elements: assets, threats, security controls and impacts. At each
step, we provide a brief description of the diagrams introduced and a gen-
eric mathematical formulation.

71
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4.1.1 System performance evaluation

Fig. 4.1 describes the starting outline for a cyber system under study. cn
designates the costs associated with its operation over the relevant period;
they are typically uncertain and modelled with a probability distribution
p(cn). We introduce a utility function u(cn) over costs to account for risk
attitudes [134]. We evaluate system performance under normal conditions,
i.e. in absence of relevant incidents, through its associated expected utility
ψn =

�
u(cn) p(cn) dcn [64]. This scheme can be sophisticated in several dir-

ections. For example, there could be several performance functions, leading
to a multi-attribute problem, as reflected in the case in Sect. 4.2. A typical
example in cybersecurity is to consider attributes concerning information
availability, integrity and confidentiality [125].

Cost
p(cn)

Utility
u(cn)

Fig. 4.1: Basic ID for system performance evaluation. cn indicates costs associated with sys-
tem operation over the relevant planning period; the utility function u(cn) accounts for risk
attitudes. Note that in IDs, oval nodes represent uncertainties modelled with a probability
distribution p(. . .), and utility nodes represent preferences modelled with an utility func-
tion u(. . .).

4.1.2 Cybersecurity risk assessment

Based on Fig. 4.1, we consider the cybersecurity risk assessment problem
in Fig. 4.2. In general, we include m threats t1, . . . , tm; some of them could
be physical (e.g., a fire) and others cyber (e.g., a DDoS attack1). Their oc-
currence are random variables. We also include l types of assets; some of
them could be traditional (e.g., facilities) and others could be cyber (e.g.,
information systems). Impacts on them will be, respectively, designated
ci, i = 1, . . . , l and are typically uncertain. If the impacts are conditionally in-
dependent given the threats, the corresponding model would be of the form
p(c1|t1, . . . ., tm) . . . p(cl|t1, . . . ., tm) p(t1, . . . ., tm), where p(t1, . . . , tm) describes the

1 A distributed denial of service (DDoS) is a network attack consisting of a high number
of infected computers flooding with network traffic a victim computer or network device,
rendering it inaccessible.
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probability of the threats happening2, and p(ci|t1, . . . , tm) describes the prob-
ability of impact on the i-th asset, given the occurrence of various threats.
We aggregate costs additively at the total cost node c. Then, the expected
utility would be

Physical threat
p(t1)

Cyber threat
p(t2)

Cost on
traditional asset
p(ct|t1, t2)

Cost on
cyber asset

p(cc|t1, t2)

Normal
conditions cost

p(cn)

Total costs
c = cn + ct + cc

Utility
u(c)

Fig. 4.2: Cybersecurity risk assessment. The threats (two in this example, t1 and t2) might
impact on the organisation’s assets, causing costs (two in this example, ct and cc). These
costs, and those under normal conditions cn, are aggregated to determine the total costs
c and evaluated through the utility function u(c). Recall that in IDs, double-lined ovals
represent deterministic aspects.

ψr =
�
· · ·

�
u

�
cn +

l

∑
i=1

ci

�
p(cn) p(c1|t1, . . . , tm)×·· ·× p(cl|t1, . . . ., tm)×

× p(t1, . . . , tm)dtm . . .dt1 dcl . . .dc1 dcn.

We have assumed that consequences are additive, but we could have a gen-
eric utility u(cn,c1, . . . ,cl). Finally, we evaluate the loss in expected utility
ψn −ψr. Alternatively, we could compare the difference in the correspond-
ing certain equivalents [63]. When such difference is sufficiently large, incid-
ents are expected to harm the system significantly and we should manage
such risks. Note that we could incorporate several utility nodes to describe
multiple stakeholders’ preferences.

2 Depending on the problem we could have further decompositions. For example, in a case
like that in Fig. 4.2 with independent threats we would have p(t1, . . . , tm) = ∏m

i=1 p(ti).
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As a next step, we add security controls. We introduce a portfolio of them to
reduce the likelihood of threats or their impact. Examples include firewalls,
employee training, or making regular backups. For simplicity, in Fig. 4.3 we
assume that all controls have influence over all events and impacts. It will
not always be so: a fire detector makes less harmful, but not less likely, a fire;
resource accounting mechanisms [123] managing access based on user priv-
ileges make a successful DDoS attack less likely, but usually not less harm-
ful. Node e describes the portfolio of controls, whose cost we model through
the distribution p(ce|e). Controls might have influence on threat likelihoods
p(ti|e), i = 1, . . . ,m, as well as on asset impact likelihoods p(ci|t1, . . . , tm,e). We
aggregate all costs through the total cost node c, under appropriate addit-
ivity assumptions. In this case, the organisation’s expected utility when we
implement portfolio e is

Security controls
portfolio

e

Physical threat
p(t1|e)

Cyber threat
p(t2|e)

Cost on
traditional asset
p(ct|t1, t2, e)

Cost on
cyber asset

p(cc|t1, t2, e)

Security controls
portfolio cost
p(ce|e)

Normal
conditions cost

p(cn)

Total costs
c = cn + ce + ct + cc

Utility
u(c)

Fig. 4.3: Cybersecurity risk management. We add to Fig. 4.2 the security controls portfolio e
(and its cost ce) that the organisation can implement to mitigate the threats or their impacts.
Recall that rectangle nodes represent decisions.
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ψ(e) =
�
· · ·

�
u

�
cn + ce +

l

∑
i=1

ci

�
p(cn) p(ce|e) p(c1|t1, . . . , tm,e)×·· ·×

× p(cl|t1, . . . , tm,e) p(t1, . . . ., tm|e) dtm . . .dt1 dcl . . .dc1 dcc dcn.

We would then look for the maximum expected utility portfolio by solving
ψ∗

e = maxe∈E ψ(e), where E is the set of feasible portfolios, which should
satisfy incumbent constraints like economic (e.g., not exceeding a budget),
legal (e.g., complying with data protection laws), logistic or physical.

4.1.3 Risk transfer in cybersecurity risk management: cyber insurance

As a relevant element of increasing interest, we introduce the possibility of
acquiring a cyber insurance product. Its cost will typically depend on the
implemented portfolio of controls, as in Fig. 4.4: the better such a portfolio
is, the lower the insurance premium would be. This cost will also depend
on the assets to be protected. We could include the insurance within the
portfolio of controls; however, it is convenient to represent them separately,
since premiums will usually depend on the controls deployed. The decision
node i describes the cyber insurance adopted, with entailed costs ci with
probability p(ci|i,e), although they will usually be deterministic. In addi-
tion, insurance and security controls will affect impacts, modelled through
p(c j|t1, . . . , tm,e, i), j = 1, . . . , l. The total cost node c aggregates the costs. The
expected utility when we implement portfolio e together with insurance i is

ψ(e, i) =
�
· · ·

�
u

�
cn + ce + ci +

l

∑
j=1

c j

�
p(cn) p(ci|i,e)p(ce|e)×

× p(c1|t1, . . . , tm,e, i)×·· ·× p(cl|t1, . . . , tm,e, i) p(t1, . . . , tm|e)
dtm . . .dt1 dcl . . .dc1 dci dce dcn.

We seek the maximum expected utility portfolio of security controls and in-
surance by solving ψ∗

e,i = maxe∈E,i∈I ψ(e, i), where I represents the catalogue
of insurance products available. The pair (e, i) could be further restricted
jointly, e.g., by a compliance requirements or common budget constraints.
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Security controls
portfolio

e

Insurance
i

Physical threat
p(t1|e)

Cyber threat
p(t2|e)

Cost on
traditional asset

p(ct|t1, t2, i, e)

Cost on
cyber asset

p(cc|t1, t2, i, e)

Security controls
portfolio cost
p(ce|e)

Insurance cost
p(ci|i, e)

Normal
conditions cost

p(cn)

Total costs
c = cn + ci + ce + ct + cc

Utility
u(c)

Fig. 4.4: Cyber insurance for cybersecurity risk management. We add to Fig. 4.3 the insur-
ance i (and its cost ci) that the organisation can subscribe to mitigate the impacts that the
threats can cause.

4.1.4 Adversarial risk analysis in cybersecurity

As discussed, intentionality is a key factor when analysing cyber threats.
As an example, the ISF [79] specifies a group of several adversarial threats
within its catalogue. We use ARA [12] to model the intentions and strategic
behaviour of adversaries in the cybersecurity domain, see Merrick and Par-
nell [120] for a comparison of various methods modelling adversaries in
risk management. Under ARA, the attacker has his own utility function and
seeks to maximise the effectiveness of his attack. This paradigm is applicable
to multiple types of strategic interactions between attackers and defenders.
Two of them are specially relevant in cybersecurity.
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Defence-attack model

The original examples, Figs. 4.2 and 4.3, evolve into Fig. 4.5, modelling an
adversarial case through a BAID with a Defender and an Attacker. The un-
intentional threat remains modelled through a probabilistic node, whereas
we model the adversarial threat through a decision node for the Attacker,
who needs to decide whether or not to launch an attack to his benefit. For
simplicity, in the diagram we model the physical threat t1 as unintentional
and the cyber threat a as adversarial, although adversarial physical threats
and unintentional cyber threats could be relevant in certain cases, as exem-
plified in the case study. Also for simplicity, we only consider one attacker
and one attack, but the ideas extend to multiple attacks by one attacker or
to multiple attackers.

Physical threat
p(t|e)

Cyber attack
a|e

Security controls
portfolio

e

Cost on
traditional asset
p(ct|t, a, e)

Cost on
cyber asset

p(cc|t, a, e)

Security controls
portfolio cost
p(ce|e)

Normal
conditions cost

p(cn)

Total costs
c = cn + ce + ct + cc

Attacker utility
uA(a, ct, cc)

Defender utility
u(c)

Fig. 4.5: Adversarial risk analysis in cybersecurity: defence-attack problem. We modify
Fig. 4.3 by transforming the cyber threat into an adversarial one: an attacker is deciding
whether to attack the organisation (a) based on his own evaluation, u(a,ct ,cc), of the harm
caused to the organisation and the cost of performing the attack. Lighter nodes refer to
issues concerning solely the Defender; darker nodes refer to issues relevant only for the
Attacker; nodes with stripped background affect both agents. Arcs have the same inter-
pretation as in [152].
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We present a sequential defence-attack template model for cybersecurity.
For the Defender problem, this converts the Attacker’s decision nodes into
chance ones and eliminates the Attacker’s nodes not affecting it, as well as
the corresponding utility node. Similarly for the Attacker, where we assume
here that there is only one Attacker responsible of the adversarial threat a
independent of the other threats, given the portfolio e. Fig. 4.3 essentially
presents the Defender problem and we covered its resolution in Sect. 4.1.2.
The cyber attack is described probabilistically3 through p(a|e), which rep-
resents the probability that the Defender assigns to cyber threat a material-
ising, had portfolio e been adopted. However, given the strategic nature of
this problem, rather than using a standard probability elicitation approach
[40], we greatly facilitate and improve the assessment of the required distri-
bution if we analyse the Attacker decision about which attack to perform,
as argued in Rios Insua, Banks, Rios and Ortega [143]. Under the ARA
paradigm, the Defender should analyse the Attacker strategic problem in
Fig. 4.6. Specifically, given portfolio e, and assuming that the Attacker max-
imises expected utility, the Defender would compute, for each attack a, the
expected utility for the Attacker

Physical threat
p(t|e)

Cyber attack
a|e

Security controls
portfolio
p(e)

Cost on
traditional asset
p(ct|t, a, e)

Cost on
cyber asset

p(cc|t, a, e)

Attacker utility
uA(a, ct, cc)

Fig. 4.6: Attacker problem in the defence-attack model.

3 We are assuming that given e, a is conditionally independent of (t1, . . . , tm).
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ψA(a|e) =
���

uA(a,c1, . . . ,cl) pA(c1|t1, . . . , tm,a,e)×·· ·×
× pA(cl|t1, . . . , tm,a,e) pA(t1, . . . , tm|e) dtm . . .dt1 dcc dct ,

where uA and pA designate, respectively, the utility and probabilities of the
Attacker. The Defender must then find the attack solving maxa∈A ψA(a|e),
where A is the set of attack options. However, the Defender will not typically
know uA and pA. Suppose we are capable of modelling her uncertainty about
them with random probabilities PA and a random utility function UA [12].
Then, the optimal random attack, given e, is

A∗(e) = argmax
a∈A

���
UA(a,c1, . . . ,cl)PA(c1|t1, . . . , tm,a,e)×·· ·×

×PA(cl|t1, . . . , tm,a,e)PA(t1, . . . , tm|e)dtm . . .dt1 dcc dct .

Finally, the distribution over attacks we were looking for satisfies p(a|e) =
P
�
A∗(e) = a

�
, assuming that the attack set is discrete (e.g., attack options).

Similarly, if the attack space is continuous (e.g., attack efforts), the probab-
ility becomes a density function. We can estimate such attack distribution
through Monte Carlo (MC) simulation as in Algorithm 1, where we desig-
nate the distribution of random utilities and probabilities through

F =
�

UA(a,c1, . . . ,cl),PA(c1|t1, . . . ., tm,a,e), . . . ,PA(cl|t1, . . . , tm,a,e),PA(t1, . . . , tm|e)
�
.

Defence-attack-defence model

Cybersecurity risk management also comprises reactive measures that can
be put in place to counter an attack, should it happen. Therefore, we split the
security portfolio into two groups: preventive ep and reactive er|t1, . . . , tm,a
security controls, as in Fig. 4.7. This corresponds to our sequential defence-
attack-defence template model in which the first move is by the Defender
(preventive portfolio ep), the second one is by the Attacker (attack after ob-
serving preventive controls, a|ep) and the third one is by the Defender (re-
active portfolio er|t1, . . . , tm,a). we solve the Defender problem much as we
did in Sect. 4.1.2, reflecting changes caused by splitting the security control
node. Specifically, the expected utility when portfolio e = (ep,er) is imple-
mented is
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Physical threat
p(t|ep)

Cyber attack
a|ep

Preventive security
controls portfolio

ep

Reactive Security
controls portfolio

er|t, a

Cost on
traditional asset

p(ct|t, a, ep, er)

Cost on
cyber asset

p(cc|t, a, ep, er)

Security controls
portfolio cost
p(ce|ep, er)

Normal
conditions cost

p(cn)

Total costs
c = cn + ce + ct + cc

Attacker utility
uA(a, ct, cc)

Defender utility
u(c)

Fig. 4.7: Adversarial risk analysis in cybersecurity: defence-attack-defence problem.

ψ(e)=
�
· · ·

�
u

�
cn + ce +

l

∑
i=1

ci

�
p(cn) p(ce|ep,er) p(cl|t1, . . . , tm,a,ep,er)×·· ·×

× p(c1|t1, . . . , tm,a,ep,er) p(t1, . . . , tm|ep) p(a|ep) dadtm . . . .dt1 dcl . . .dc1 dct dce dcn.

We would then look for the maximum expected utility portfolio (e∗p,e
∗
r ) =

argmax
(ep,er)∈Ep×Er

ψ(ep,er), where Ep and Er, respectively, define constraints for

preventive and reactive portfolios, some of which could be joint.

The above represents a global view of the sequential problem, although
we solve this kind of two-stage problems sequentially, as in He and Zhuang
[73]. We would solve the Attacker problem providing p(a|ep) in a similar
fashion as in Section 4.1.4.
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4.2 A case study template

We illustrate our cybersecurity risk analysis framework with a defence-
attack case study, which can serve as a template for more complex prob-
lems. For confidentiality reasons, we have simplified the number of relev-
ant issues and masked the data conveniently. This simplification will also
allow us to better illustrate key modelling concepts and the overall scheme.
Moreover, we include uncertain phenomena in which data are abundant
and others in which it is not and, thus, we shall need to rely on expert judg-
ment for its quantification [40]. The Defender is a SME4 with 60 people and
90 computers. A cyber attack might affect its online services. Prices and rates
in e refer to Spain, where the incumbent organization is located.

In essence, we first structure the problem identifying assets, threats and
security controls. The latter may have implementation costs in exchange for
reducing the threat likelihoods and/or possible impacts. Subsequently, we
assess the impacts that may have an effect on asset values to find the op-
timal risk management portfolio. Since we include adversarial threats, we
consider the Attacker decision problem. In this case there is a single poten-
tial Attacker which contemplates a DDoS attack with the objective of dis-
rupting the Defender services, causing an operational disruption and repu-
tational damage and the consequent loss of customers, besides incurring in
contractual penalties potentially affecting its continuity. Then, we simulate
from this problem to obtain the attack probabilities, which feed back into
the Defender problem to obtain the optimal defence. We focus on finding
the optimal security portfolio and insurance product for the company, in
the sense of maximising expected utility. Other formulations are discussed
in Sect. 4.2.5. We consider a one-year planning horizon.

4.2.1 Problem structuring

We structure the problem through the BAID in Fig. 4.8 and describe its com-
ponents next.

Assets. We first identify the Defender assets at risk. We could obtain them
from catalogues like those of the methodologies mentioned in the Introduc-
tion. Here we consider: Facilities, the offices potentially affected by threats;
Computer equipment, the data centre and workstations of the organisation;
Market share. Other assets not considered in this case include, e.g., the com-

4 Small and medium-size enterprise
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Fig. 4.8: Case study as a BAID.

pany’s development software, its business information, its mobile devices
or the staff.

Non-intentional threats. We consider threats over the identified assets deemed
relevant and having non-intentional character. This may include threats tra-
ditionally insurable as well as new ones potentially cyber insurable. We
model each threat with a probabilistic node associated with the Defender
problem. We extract two threats from the MAGERIT [122] catalogue: fire
and computer virus. A fire may affect facilities and computers; we do not
contemplate impact on market share, as the organisation has a backup sys-
tem; we assume that a fire can occur only by accident, not by sabotage.
The computer virus is aimed at disrupting normal operations of computer
systems; we consider this threat non-intentional, as most viruses propagate
automatically: their occurrence tends to be random from the Defender per-
spective. Other non-intentional threats, not considered here, could be water
damage, power outages or employee errors.

Intentional threats. This category may include both cyber and physical threats.
Again, we could use catalogues from, e.g., ISF [79]. We should first identify
the attackers. We then integrate the attack options available to each attacker
within a single decision node. In our case, we just consider one competitor,
reflected in the competitor attack node. He may attempt a DDoS to undermine
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the availability of the Defender site, compromising their customer services.
For this, he must decide whether to launch the attack and the number of at-
tempts. Other intentional attacks, not modelled here, could include launch-
ing an advanced persistent threat, instigating the misbehaviour of insiders
or the use of bombs.

Uncertainties affecting threats. We consider now those uncertainties affecting
the Defender’s assets. We model each of them with a probabilistic node. In
our case, these will be the duration of the DDoS attack, which will depend on
the number of attacks and security controls deployed; and the fire duration,
which can be reduced with an anti-fire system. Other related uncertainties
could come, e.g., from a more detailed modelling of the virus (e.g., infection
probability given the operating system) or the eventual propagation of the
fire to adjacent buildings.

Attacker uncertainties. We model the uncertainties that the Attacker might
find relevant and which only affect him with probabilistic nodes (in his own
colour). In our case, we consider only the detection of the Attacker: if detected,
his reputation would suffer and might face legal prosecution. Other attacker
uncertainties that might be included are the effectiveness of the DDoS plat-
form or the number of customers affected by the DDoS.

Relevant security controls. We identify security controls relevant to counter
the threats. For this, we may use listings from the above mentioned meth-
odologies. We associate a Defender decision node with the security controls.
In our case we consider: An anti-fire system to detect a fire, facilitating early
mitigation; A firewall to protect the network from malicious traffic; The im-
plementation of risk mitigation procedures for cybersecurity and fire protec-
tion; and a cloud-based DDoS protection, diverting DDoS traffic to an absorb-
ing cloud-based site. Other measures, not included here, could be a system
resource management policy, a cryptographic data protocol or a wiring pro-
tection.

Insurance. We also consider the possibility of purchasing insurance to trans-
fer risk with the corresponding Defender decision node. The premium will
depend on the protected assets and contextual factors such as location, com-
pany type and, quite importantly, the implemented controls. Table 4.1 dis-
plays the contemplated insurance products.

Impacts on Defender. Having identified the threats, we present their relevant
impacts on the Defender’s assets. We model each of them with a probabil-
istic node. We consider: Impact on facilities, the monetary losses caused by
fire over them; Impact on computers, the monetary losses caused by fire or
viruses split into insurable and non-insurable ones to assess the possible
insurance coverage; Impact on market share. We also consider the impacts as-
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Product Coverage
No insurance None

Traditional insurance 80% of hired capital in buildings and contents; firefighters;
movement of furniture.

Cyber insurance

80% of cyber expenses related with: Confidential data
violation; investigation and legal costs; losses caused
by threats and extorsion; removal of computer viruses;
measures related to data protection procedures; com-
puter fraud.

Comprehensive insurance All of the above.

Table 4.1: Insurance product features, some of them referring to cyber impacts.

sociated with safeguards as deterministic nodes: cost of security controls, cost
of insurance and insurance coverage. Finally, a deterministic total costs node
aggregates the Defender’s consequences to establish the final impact in the
Defender problem. Besides, we could include other types of impacts such
as the corporate image or the staff safety, although we do not do it here.

Impacts on Attacker. We consider the following impacts: Attacker earnings
from increased market share, transferred from that lost by the Defender;
Costs when detected, covering possible sanctions by the regulator, legal costs
as well as loss of customers and reputation, if detected. The final results of
attack combines all previous impacts, as well as the costs of undertaking the
attack. We model the costs when detected as a probabilistic node. The remain-
ing ones are deterministic.

Preferences. Value nodes describing how the corresponding agent evalu-
ates consequences. We include one value node for each of the participating
agents: The Utility of Defender node models the Defender preferences and
risk attitudes over the total costs; the Utility of Attacker node models those
of the Attacker.

Defender and Attacker problems. Figs. 4.9 and 4.10, respectively, represent
the Defender and Attacker problems derived from the strategic problem in
Fig. 4.8. We use both diagrams to guide judgment elicitation.

4.2.2 Assessing the Defender non-strategic beliefs and preferences

We now provide the quantitative assessment of the Defender beliefs and
preferences not requiring strategic analysis. Some of them will be based on
data and expert judgment, others just on expert judgment due to the typ-
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Fig. 4.9: Defender problem.

ical lack of data in cybersecurity environments [76]. As a consequence, we
populate most nodes in the model. Sect. 4.2.3 treats nodes that require stra-
tegic analysis. Finally, Sect 4.2.4 analyses the Defender problem to find the
optimal controls and insurance. When incumbent, we provide the pertinent
utility u, random utility UA, probability p, random probability PA or determ-
inistic model at the corresponding node.

Economic value of Defender assets

We consider the following values for the assets at risk: Facilities, with a value
of e 5,000,000, reflecting only acquisition costs; Computer equipment, with
a value of e 200,000, under similar considerations; Market share is estim-
ated at 50% which, translated into next year expected profits, is valued at e
1,500,000.
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Fig. 4.10: Attacker problem.

Modelling security controls

Security controls decision s. The security portfolios that the Defender could
implement derive from the options in Sect. 4.2.1. For the DDoS protection
we have the choice of not implementing it or subscribe to a 2, 5, 10 or
1000 gbps service. For the other security controls, the choice is binary. We
thus have 40 portfolios which could be constrained by, e.g., a budget, as in
Sect. 4.2.5.

Cost of security controls cs|s. Table 4.2 provides them, from which we derive
those of the portfolios.

Security control Cost
Anti-fire system e 1,500
Firewall e 2,250
Risk mitigation procedures e 2,000
Cloud-based DDoS protec-
tion

2 gbps 5 gbps 10 gbps 1000 gbps
e 2,400 e 3,600 e 4,800 e 12,000

Table 4.2: Cost of individual security controls.
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Modelling the insurance product

Insurance decision i. This refers to the insurance product that the Defender
could purchase (Table 4.3) once the controls have been selected.

Insurance cost, ci|i. It depends on the controls implemented by the organisa-
tion (Table 4.3).

Insurance coverage gi|i,b,qi, as reflected in Table 4.1.

Prod. Security controls

None Anti-fire Firewall or
DDoS prot.

Proc.

None e 0 e 0 e 0 e 0
Trad. e 500 e 300 e 500 e 500
Cyber e 300 e 300 e 200 e 250
Compr. e 700 e 500 e 600 e 650

Table 4.3: Insurance product cost.

Modelling the fire risk

Likelihood, p( f ). This node provides the annual probability of suffering a
fire. We use data from Vitoria [37], concerning fire interventions on in-
dustrial buildings (Table 4.4). As the fire rate remains fairly stable over
time, we estimate such probability with a beta-binomial model with beta
prior βe(1/2,1/2). The posterior would be f |data ∼ βe

�
1/2+∑5

i=1 xi,1/2+

∑5
i=1(ni−xi)

�
≡ βe(147.5,6320.5), with xi the number of fires affecting indus-

trial buildings and ni the number of buildings in the i−th year, i = 1, . . . ,5.
As the posterior variance is small, such distribution can be reasonably sum-
marised through its posterior expectation, p̂ = 0.022. The number f of fires
can be approximated with a Poisson P(0.022) distribution. However, we
consider only the probability that one fire occurs, since Pr( f > 1) = 0.00024.
Thus, f ∼ min[1,P(0.022)].

Duration, p(o| f ,s). It is a major fire impact determinant [10]: the longer the
fire, the more damaging it will be. Fig. 4.11 presents the histogram of indus-
trial fire durations, with mode [30,60] minutes. Adapting Wiper, Rios Insua
and Ruggeri [173], we model the fire duration o with a gamma Γ (shape =
γ,scale = γ/µ) distribution. We assume a non-informative, but proper, ex-
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Year Buildings Fires
2005 1220 32
2006 1266 29
2007 1320 30
2008 1347 28
2009 1314 28

Table 4.4: Industrial fire data in Vitoria
(2005-2009).

Fig. 4.11: Industrial fire duration histogram.
Vitoria, Spain (2005-2009).

ponential prior for γ ∼ E (0.01) and inverse gamma for µ ∼ Inv-Γ (1,1). No
expression for the posterior distribution is available, but we can introduce a
Markov chain MC scheme to sample µ and γ from the data. Based on it, we
estimate that E(γ|data) ≈ 0.85 and E(µ|data) ≈ 78.

The only proposed control that may have an effect over fire duration is
the anti-fire system. Using expert judgment (Dias et al., [40]), we determine
its threshold duration under the proposed system with, respectively, sug-
gested minimum, modal and maximum durations of 1, 10 and 60 min. To
mitigate expert overconfidence [66], we consider a triangular distribution
with quantiles 0.05 at 1 and 0.95 at 60 min, resulting in a triangular distribu-
tion Tri(0.8,63,10), which models o if there is a fire ( f = 1) and the portfolio
s contains the anti-fire system. On the other hand, o ∼ Γ (0.85,0.0109) if the
portfolio does not contain the anti-fire system.

Impact. We assume that the amount lost is linearly related to the fire dur-
ation. After consulting with experts, we consider that a fire lasting 120
minutes would degrade the facilities by 100% in the absence of controls.
To simplify, we assume that the effect of fire duration is linear. Additionally,
the impact on computer equipment derives from the percentage of facility
degradation caused by fire. Assuming that computers are evenly distrib-
uted through the premises, a fire lasting 120 minutes would also degrade
computer equipment by 100%. This impact is potentially insurable and will
be modelled in Sect. 4.2.2.
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Modelling the computer virus risk

Likelihood, p(v|s). This node provides the number v of virus infections during
a year. The distribution of the number of infected computers in a month fol-
lows a binomial distribution B(h,q), with q the probability that a computer
gets infected and h the number of computers. Various statistics suggest that
the rate of virus infections worldwide is 33% [135], so we estimate q̂ = 0.33.
The organisation has 90 computers, which we assume have the same secur-
ity controls and are equally likely to be infected. Since the analysis is for 12
months, we use h = 12 ·90 = 1080. Additionally, we consider the effect of our
controls: if a firewall is implemented, the probability that a computer gets
infected reduces to q̂ = 0.005, not completely eliminating the threat, even
if this includes continuous updating based on the latest virus signatures;
if the mitigation procedures are implemented, the infection probability re-
duces by 50%, with firewall or not, as this control entails improvements in
the organisation such as imposing safety requirements on acquired systems.
The number v of infections is, therefore, modelled as in Table 4.5.

Sec. controls in s Distribution

Firewall and proc. v ∼ B(1080,0.0025)

Firewall v ∼ B(1080,0.005)

Procedure v ∼ B(1080,0.1666)

Otherwise v ∼ B(1080,0.33)

Table 4.5: Number v of annual virus infections.

Impact. Viruses may impact the integrity and availability of computers, lead-
ing to information corruption or unavailability. Impacts on confidentiality
are variable, as they depend on the stolen information. The average daily
cost of these infections was estimated at e 2.683 [155], although this may
vary depending on the monetary value of the information and services that
the victim systems support. Bigger losses come from sophisticated cam-
paigns (e.g., as with WannaCry) or targeted malware which, under our
paradigm, we would better model as an adversarial threat. In our case, re-
pairing a computer infected by a virus requires e 31, for two technician
hours. Insurance options cover the removal of computer viruses. Therefore,
we cover this impact within the insurable aspects in Sect. 4.2.2.

Besides, most viruses entail performance reduction in aspects such as ini-
tialisation of operating systems. Although small, this causes time losses to
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the user. We assume that most (70%) of the work time of the organisation
is in front of a computer and that it would take, on average, 40 hour to de-
tect the problem. We therefore assume that when a computer is infected, 28
hour of its usage are affected by the virus. We model the time loss w with a
uniform U (0,0.05) distribution which represents that the percentage of lost
time caused by a virus is between 0 and 5 %. The average hourly cost of the
employees is e 20/hour. Therefore, for each virus infection, the cost would
be 20× 28×w. Our insurance options do not cover this loss and, thus, we
model it within the non-insurable aspects in Sect. 4.2.2.

Modelling the DDoS threat

We consider now the non-strategic aspects of the DDoS threat.

Duration, p(l|a,s). The duration l in hours of a successful DDoS attack will
depend on the intensity of the attacking campaign, how well crafted the at-
tack is and the security controls implemented. An emerging type of controls
are cloud-based systems absorbing traffic when a site becomes a victim of
a DDoS. If no control is deployed, it would be virtually impossible to block
such attack. Based on [98] and [172], the average attack lasts 4 hours, aver-
aging 1 gbps, with peaks of 10 gbps. We model l j, the length of the j-th in-
dividual DDoS attack, as a Γ (4,1). This duration is conditional on whether
the attack actually saturates the target, which depends on the capacity of
the DDoS platform minus the absorption by the cloud-based system. We
assume that the Attacker uses a professional platform capable of 5 gbps at-
tacks, modelled through a Γ (5,1) distribution. We then subtract the traffic
sgbps absorbed by the protection system to determine whether the attack is
successful (its traffic overflows the protection system). Since the campaign
might take a attacks, the output of this node is l = ∑a

j l j, with l j ∼ Γ (4,1) if
Γ (5,1)− sgbps > 0, and l j = 0, otherwise.

Impact. A DDoS attack might cause a reputational loss that would affect the
organisation’s market share. We assume that all market share is lost at a
linear rate until all value is gone, say, after 5-8 days of unavailability: in the
fastest case, the loss rate r would be 0.5/120 = 0.00417 per hour, whereas in
the slowest one it would be 0.0026. We model r as a U (0.0026,0.00417).
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Modelling impacts on the assets

We recollect here the impacts on the assets.
Impact on facilities, p(b|o). The monetary loss b due to degradation of facilities
through fire is b ∼ 5000000×min

�
1, o

120

�
, following Sect. 4.2.2.

Insurable impacts on computers, p(qi|o,v). We model the monetary losses qi
due to degradation of computers covered by an insurance, either caused
by fire, Sect. 4.2.2, or through repairing computers infected with viruses,
Sect. 4.2.2, as qi ∼ 31v+200000×min

�
1, o

120

�
.

Non-insurable impacts on computers, p(qn|v). The monetary losses qm caused
by degradation of computers due to the lost time caused by viruses are not
covered by insurance. Following Sect. 4.2.2, we model qn ∼ 560w× v.

Impact on market share, p(m|l). The monetary loss m due to a reduced market
share, following Sect. 4.2.2, is m ∼ min[1500000,3000000× l × r].

Total Defender costs, cd|gi,ci,cs,m,b,qi,qn. The costs cd suffered by the De-
fender are cd = m+ b+ qi + qn + cs + ci − gi, where cs is the security controls
cost, ci that of insurance, gi the insurance coverage (which reduces losses)
and m, b, qi and qn are the impacts on assets previously described.

Defender utility, u(cd)

The organisation is constant risk averse over costs. Its utility function is
strategically equivalent to u(cd) = a−bexp(k(cd)). We calibrate it with three
costs: worst, best, and an intermediate one. The worst reasonable loss is
based on the sum of all costs and impacts (except that due to the com-
puter virus) e 6,755,300. Computer virus impacts do not have an upper
limit; based on simulations, it is reasonable to assume that they would not
exceed e 50,000. Giving an additional margin, we assume that such max-
imum is 7000000. The best loss is 0. For the intermediate cost c∗d = 2660000,
we find its probability equivalent α so that u(c∗d) = α (Ortega et al., [134]);
based on information provided by the company, u(c∗d) � .5. We rescale the
costs to the (0,1) range through 1 − cd

7000000 . Then, the utility function is

u(cd) =
1

e−1

�
exp

�
1− cd

7000000

�
−1

�
.
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4.2.3 Assessing the Attacker’s random beliefs and preferences

In the Defender problem, the competitor attack is described through a prob-
abilistic node modelling the number of attacks launched by the Attacker
given the security controls that are implemented. To obtain the correspond-
ing probabilities, we model the Attacker problem based on Fig. 4.10. Its
solution would provide the Attacker’s optimal action. However, as argued
in Sect. 4.1.4, we model our uncertainty about his preferences and beliefs
through random utilities and probabilities to find the random optimal at-
tack; for this, we simulate from it to forecast its actions and obtain the re-
quired probability distribution.

Defender’s security controls. This node is probabilistic for the Attacker. How-
ever, we assume that he may observe through network exploration tools
whether the Defender has implemented relevant controls.

Competitor attack decision, a|s. This decision node models how many attacks
(between 0, doing nothing, and 30) the DDoS campaign will make. Attack-
ers usually give up once the attack has been mitigated and move on to the
next target or try other disruption methods. However, when the attack is
targeted, the Attacker might continue the campaign for several days, caus-
ing an extensive impact.

Duration of the DDoS, PA(l|a,s). We base our estimate on that of the De-
fender (Sect. 4.2.2). We model the length of the j-th individual DDoS attack
as a random gamma distribution Γlength(υ ,υ/µ) with υ ∼ U (3.6,4.8) and
υ/µ ∼ U (0.8,1.2), adding some uncertainty around its average duration
(between 3 and 6 hours) and dispersion. Similarly, we model the attack gbps
through a random gamma distribution Γgbps(ω,ω/η) with ω ∼ U (4.8,5.6)
and ω/η ∼ U(0.8,1.2). Next, we subtract sgbps from Γgbps to determine
whether the DDoS is successful. As in Sect. 4.2.2, we use l = ∑a

j l j, with
l j ∼ Γlength if Γgbps − sgbps > 0, and l j = 0 otherwise.

Impact on market share, PA(m|l). We base our estimate on that of the De-
fender (Sect. 4.2.2), adding some uncertainty. The market share value and
percentage are not affected by uncertainty, as this information is available
to both agents. However, we model uncertainty in the market loss rate:
the fastest one (5 days in the Defender problem) is between 4 and 6 days
in the Attacker problem and the slowest one (8 for Defender) is between
7 and 9. Therefore, the random distribution describing the market loss is
m ∼ min

�
1500000,3000000× l ×R

�
with R ∼ U (α,β ), α ∼ U (0.0021,0.0031)

and β ∼ U (0.00367,0.00467).
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Attacker earnings, e|m. Being the sole competitor, we assume that the At-
tacker gain e in terms of market share is e = m. The random uncertainty
in earnings derives from the randomness of the preceding nodes.

Attacker Detection, PA(t|a). This represents the chance of the Attacker being
detected. Detection probabilities are estimated via expert judgment at 0.2%,
should the Attacker attempt a DDoS attack. Should there be a attacks, the
detection has a binomial distribution B(a,0.002). To add some uncertainty,
we model the detection probability for each attack through a βe(2,998)5.
Then, we model the attacker’s detection t through a random binomial dis-
tribution that outputs detected if B(a,φ) > 0 with φ ∼ βe(2,998), and not
detected, otherwise.

Cost for Attacker when detected, pA(ct |t). As a competitor, if the Attacker is
detected, he would face a serious discredit, together with compensation
and legal costs as well as criminal responsibilities. We use this cost decom-
position: e 550,000 of expected reputational costs, due to the communication
actions required to preserve credibility; e 30,000 of expected legal costs; e
350,000 of expected civil indemnities and regulatory penalties; e 1,500,000 of ex-
pected suspension costs, related with losses derived from prohibition to oper-
ate for some time. We add some uncertainty modelling the cost as a nor-
mal distribution with mean 2430000 and standard deviation 400000, i.e.,
ct |t ∼ N (2430000,400000).

Result of attack, ca|e,ct ,a. This combines the attacker earnings and costs if
detected, and those of undertaking the attacks. We consider that using a
botnet to launch the DDoS attack would cost on average around e 33 per
hour [77] (e 792 for a day). Therefore, ca = e− ct −792a.

Attacker’s random utility, UA(ca). We assume that the Attacker is risk prone,
with utility function equivalent to uA(ca) = (c�a)

ka , where k > 1, c�a are the
costs ca normalised to [0,1], and ka the risk proneness parameter. We induce
the random utility considering that ka follows a U (8,10) distribution.

Simulating the Attacker problem

Summarising the earlier assessments, the distribution of random utilities and
probabilities in the Attacker problem is

F =
�

UA(ca), pA(ct |t),PA(t|a),PA(m|l),PA(l|a,s)
�
.

5 Its mean is 0.002



94 4 An adversarial risk analysis framework for cybersecurity

We calculate the random optimal attack, given the security controls s imple-
mented through

A∗(s) = argmax
a

�
· · ·

�
UA(ca) pA(ct |t)PA(t|a)PA(m|l)PA(l|a,s) dl dmdt dct .

To approximate it, we use an MC approach as in Algorithm 1 (Appendix
A) with K = 20000, which we have implemented in R. For each size s of the
DDoS protection system, we assess the distribution of the random optimal
attack. Table 4.6 displays the attack probabilities, conditional on the protec-
tion implemented. For instance, if the security portfolio does not contain a
DDoS-protection system (s = 0, none), an attack seems certain, its duration
would be between 18 and 30 attacks, being 29 and 30 the most likely attack
sizes. We thus create the probability distribution p(a|s). We have now fully
specified the Defender problem and are ready to solve it.

Algorithm 1 Estimating distribution over attacks (defence-attack).
For each defence e

For i = 1, . . . ,K
Generate

�
Ui

A(t2,ct ,cc),Pi
A(ct |t1, t2,e),Pi

A(cc|t1, t2,e),Pi
A(t1|e)

�
∼ F

Compute

a∗i = argmax
a

���
Ui

A(a,ct ,cc)Pi
A(ct |t1,a,e)Pi

A(cc|t1,a,e)Pi
A(t1|e)dt1 dcc dct

end
Approximate

p̂A(a|e) =
#{a∗i = a}

K
end

4.2.4 Solving the Defender problem

Summarising earlier assessments about the Defender problem, we have that
the involved distributions are
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DDoS
prot. system

Number of attempts
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1000 gbps 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 gbps 0.000 0.001 0.003 0.003 0.004 0.005 0.012 0.012 0.015 0.013 0.017 0.024 0.024 0.022 0.030 0.035
5 gbps 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.002
2gbps 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
none 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DDoS
prot. system

Number of attempts
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

1000 gbps 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 gbps 0.026 0.041 0.025 0.044 0.042 0.053 0.050 0.048 0.047 0.060 0.050 0.059 0.065 0.081 0.089
5 gbps 0.008 0.006 0.012 0.017 0.007 0.028 0.031 0.055 0.070 0.061 0.096 0.117 0.143 0.141 0.203
2gbps 0.000 0.000 0.002 0.001 0.002 0.013 0.013 0.020 0.034 0.069 0.091 0.112 0.144 0.223 0.276
none 0.000 0.000 0.003 0.001 0.004 0.008 0.010 0.022 0.042 0.058 0.081 0.105 0.173 0.246 0.247

Table 4.6: Conditional probability table for random optimal attacks.

G =
�

p(m|l), p(qn|v), p(qi|o,v), p(b|o), p(l|a,s), p(a|s), p(v|s), p(o| f ,s), p( f )
�
.

The Defender expected utility when the security portfolio s is implemented
together with insurance i is

ψ(s, i) =
�
· · ·

�
u(cd) p(m|l) p(qn|v) p(qi|o,v) p(b|o) p(l|a,s)×

× p(a|s) p(v|s) p(o| f ,s) p( f ) d f dodvdadl dbdqi dqn dm.

The optimal resource allocation is the maximum expected utility pair (s∗, i∗) =
argmaxs,i ψ(s, i). We use Algorithm 2 to approximate the portfolio together
with the optimal portfolio.

We have implemented it in R with an MC sample size of K = 20000 and
results summarised in Table 4.7. The best portfolio consists of a 1000 gbps
cloud-based DDoS protection system, a firewall, an anti-fire system, and the com-
prehensive insurance. Besides the ranking of countermeasures, we can obtain
additional information from the simulation. For instance, the best portfo-
lios tend to include a firewall, a 1000 gbps DDoS protection with no risk
management procedure. The best portfolios also include insurance, either
traditional or comprehensive.

4.2.5 Further analysis

The previous ARA model can be used to perform other relevant analysis, as
we briefly discuss.
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Algorithm 2 Approximation of Defender’s optimal portfolio.
ψ(s, i) = 0
For each (s, i)

For j = 1, . . . ,K
Generate �

m j,q j
n,q

j
i ,b

j, l j,a j,v j,o j, f j�∼ G

Compute
c j

s |s, c j
i |i, g j

i |i,b j,q j
i

Compute
c j

d = m j +b j +q j
i +q j

n + c j
s + c j

i −g j
i

Compute

ψ(s, i) = ψ(s, i)+
u(c j

d)

K
end

end
Compute

(ŝ∗, î∗) = argmax
s,i

ψ(s, i)

Anti-fire Firewall Procedure DDoS protection Insurance Expected utility
anti-fire firewall no procedure 1000 gbps comprehensive 0.9954
anti-fire firewall no procedure 1000 gbps traditional 0.9950
anti-fire firewall procedure 1000 gbps comprehensive 0.9949
. . . . . . . . . . . . . . . . . .
no anti-fire no firewall no procedure no protection cyber 0.8246
no anti-fire no firewall procedure no protection no insurance 0.8246
no anti-fire no firewall no procedure no protection no insurance 0.8242

Table 4.7: Expected utility for 3 best and worst combinations of controls and insurance.

Sensitivity analysis

We can assess the robustness of the previous solution by checking whether
variations in the inputs to the model alter the optimal solution. This is spe-
cially important in a case like ours with small differences in expected utility
among top alternatives and many inputs being purely judgmental. The ap-
proach would require the implementation of additional algorithms for sens-
itivity analysis that indicate whether small deviations in input parameters
may lead to a large effect in the model outcome [142]. As an example, the
optimal portfolio in Table 4.7 will remain as such until we sufficiently re-
duce the value of p( f ), specifically f ∼ min[1,P(0.0088)]. If p( f ) is further
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reduced, the optimal portfolio will contain the same security controls and
insurance than the optimal, except for the anti-fire system. Additionally,
sensitivity analysis can be used to explore the maximum cyber insurance
price that the Defender would be willing to pay. This may be used, inter
alia, to price insurance products.

Introducing constraints

As mentioned, we may introduce constraints over the security portfolios.
For example, we could add to the problem a budget limit of, say, e 8,000.
Then, our problem would involve only those portfolios satisfying that con-
straint. In such case, the optimal portfolio would consist of the firewall, the
10 gbps DDoS protection system and the comprehensive insurance, with a
cost of e 7,650. Another example could refer to constraints on compulsory
security controls, as certain insurance policies might demand their imple-
mentation before a policy is issued.

Return on security investment

Our formulation focused on choosing the best security portfolio. An addi-
tional aspect that could be addressed is calculating the return on security
investment (ROSI) to assess the cost effectiveness of a cybersecurity budget
[58, 148]. Calculating the optimal solution over a range of budgets (e.g., from
e 5,000 to e 25,000) generates a function that, for a given budget, provides
the optimal solution and its expected utility to explore the return on risk
mitigation investments. Additionally, we could find the optimal increase in
the portfolio so as to attain a certain expected utility level or satisfy a certain
risk appetite level.

Using the framework from the insurer perspective

The risk analysis model of Chapter 4 may also be used in a parametric man-
ner to set cyber insurance prices and coverages as well as to segment the
market, as we briefly outline. First, the insurance product prices were ci,
and their impact was reflected in the utility function uD

�
v(c,c1,c2),ci

�
.. Con-

sequently, we could determine the optimal portfolio and insurance product
(k∗, i∗(ci)| f ) to make decisions about the optimal investment and insurance
product, given the prices, for a company with features f . This would inform
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the pricing process: for a given profile f , we could determine the maximum
prices that a customer would be willing to pay to acquire a certain insur-
ance product. Moreover, we could define the set F(i) = { f : i∗ = i} which
comprises all companies (as characterised by their features f ) such that their
optimal insurance product is i. This could constitute the basis to segment a
cyber insurance market.

4.2.6 Comparison with a game-theoretic approach

This subsection compares our ARA framework with a standard game-
theoretic (GT) approach by analysing a simple example with both meth-
ods.. The basic conclusions would be first that both approaches rely on dif-
ferent assumptions and, consequently, lead to different solutions; that the
game-theoretic approach requires more stringent common knowledge as-
sumptions that might not hold in cybersecurity; given that, we may view
the ARA approach as more robust. Besides, the proposed framework may
be more adaptable to realistic cybersecurity scenarios with several poten-
tial attackers and several accidental and environmental threats as it more
duly apportions various sources of uncertainty, as discussed in Merrick and
Parnell [120].

We consider a defend-attack problem in which a defender D has to decide
(d) among three connecting options between two data centres in a campus
shared with other institutions: using the campus network with encryption
and other protection measures (d1); using it without additional protection
(d2); or, the most expensive, installing a dedicated line between the data
centres (d3). The danger resides in a potential targeted attacker A, insider to
the campus, who decides whether to attack the defender’s connection (a1)
or not (a0). The result of the attack (r) leads to consequences related to data
exfiltration, expressed as costs, for both the defender (cD) and the attacker
(cA). They evaluate these consequences through utility functions (uD and
uA) that incorporate their risk attitude. Fig. 4.12 represents the problem as
an ID and Table 4.8 details the problem for various relevant defence-attack
combinations.

Common ingredients to both approaches refer to the assessment of the de-
fender elements. Suppose that we have h = 100000, s = 25000, and k =
300000; her risk aversion coefficient is λ = 3 · 10−5; the attack result r1,
given the protection, follows a beta distribution r1 ∼ βe(0.6,1.4) (mean 0.3);
whereas the attack result r2, given the lack of protection, follows a beta dis-
tribution r2 ∼ βe(0.36,0.24) (mean 0.7).
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Attack result
p(r|d, a)

Defender decision
d

Attacker decision
a|d

Defender consequences
p(cD|d, r)

Attacker consequences
p(cA|a, r)

Attacker utility
uA(cA)

Defender utility
uD(cD)

Fig. 4.12: Influence diagram representing the connecting problem.

Defender
decision

d

Attacker
decision

a

Attack
result

r

Defender
consequences

cD

Attacker
consequences

cA

Defender
utility
u(cD)

Attacker
utility
u(cA)

d1
a1 r1 s+ kr1 l −gr1 1− eλ (s+kr1) eµ(l+gr1)−1

a0 0 s 0 1− eλ s 0

d2
a1 r2 kr2 l −gr2 1− eλkr2 eµ(l+gr2)−1

a0 0 0 0 0 0

d3
a1 – – – – –

a0 – h 0 1− eλh 0

Table 4.8: Defender and attacker elements: r1 (r2) is the attack result, in terms of fraction
of data compromised, in case the defender uses the campus network with (without) pro-
tection d1 (d2); h is the cost of installing a new line between the data centres; s is the cost
of taking the extra protection when using the campus network; k is the defender’s cost re-
lative to the fraction of data compromised; l is the attacker cost of executing the attack; g
is the attacker’s gain relative to the fraction of data extracted from the defender; λ is the
defender risk aversion coefficient; µ is the attacker risk proneness coefficient.

Game-theoretic approach. Under common knowledge, we assume that the
defender knows that the attacker’s parameters are: l = 12000; g = 33000;
µ = 1.8 · 10−5; r1 follows a beta distribution βe(2.4,6.7) (mean 0.2637); and
r2 follows beta distribution βe(6.5,4) (mean 0.619).

We first compute the attacker best response to the defender choice d,
which is a∗(d) = argmaxa ψA(a,d) where we have that the attacker expec-
ted utility is ψA(a,d) =

��
uA(cA)pA(cA|a,r)pA(r|d,a)drdcA. Knowing a∗(d),

we compute the defender optimal decision from the game-theoretic per-
spective d∗

GT = argmaxd ψD(a∗(d),d), where ψD(a,d) is the defender expec-
ted utility, defined in a similar fashion to that of the attacker. In our case,
we have a∗(d1) = a0, a∗(d2) = a1 and a∗(d3) = a0, i.e. attacking is the best
decision for the attacker only when the defender uses the campus net-
work without protection. We then compute the respective expected utilities
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as max
�
ψD(a∗(d1),d1),ψD(a∗(d2),d2),ψD(a∗(d3),d3)

�
to find d∗

GT . In our case,
(−1.117,−19.086,−2960.141) and, thus, d∗

GT = d1, using the campus network
with the protection measures.

Adversarial Risk Analysis approach. Without common knowledge, we model
the defender’s beliefs about the attacker’s judgment with random probabil-
ities PA(·) and random utilities UA(·). Suppose that l ∼ U (10000,20000); g ∼
U (10000,50000); µ ∼ U (1 ·10−5,2 ·10−5); r1 follows the random beta distri-
bution βe(U (2,4),U (6,8)); and, similarly, r2 follows r2 ∼ βe(U (5,7),U (3,5)).

We calculate the random optimal attack A∗(d), given the defender’s choice
d, which is obtained through argmaxa

��
UA(cA)PA(cA|a,r)PA(r|d,a)drda. This

leads to estimates p̂(a1|d1) = 0.180, p̂(a1|d2) = 0.567, p̂(a1|d3) = 0, and the
corresponding complementary probabilities for a0. Knowing this, the de-
fender expected utility is ψ(d) =

��
uD(cD)pD(cD|a,r)pD(r|d,a)p̂(a|d)dcDdrda

, when d is her choice. The decisions’ expected utilities are, respectively,
(−110.99,−1753.933,−19.086) and, thus, the ARA optimal defence is d∗

ARA =
d3, installing a dedicated line, which is different from the game-theoretic
solution dGT .

Comments. A first difference between both approaches is that GT assumes
common knowledge. In our example, this entails that the defender knows
the attacker’s probability distributions and utility function. Alternatively,
ARA does not assume such knowledge, but the defender needs to model
her beliefs over the attacker judgments through random probability distri-
butions and a random utility function. Consequently, a second difference
is that GT informs the defender problem with the optimal decision of the
attacker, whereas ARA provides a probability distribution of the attacker
decision. Observe that the ARA approach may be seen as a way to induce
robustness in the GT approach when we are not sure about the attacker as-
sessments.

Similar comments hold for cases in which a game under partial informa-
tion appproach is considered as common knowledge over the types prior is
required to approximate Bayes-Nash equilibria. See Rothschild, McLay and
Guikema [146] for additional discussion.

4.3 Discussion

Current cybersecurity risk analysis frameworks provide relevant know-
ledge bases for understanding cyber threats, security policies and impacts
on business assets with dependencies on the IT infrastructure. However,
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most of such frameworks provide risk analysis methods that are not suffi-
ciently formalised, nor comprehensive enough. Indeed, most of them sug-
gest risk matrices as their main analytic basis, which provide a fast but fre-
quently rudimentary study of threats. Hence, we have presented a formal
framework supporting all steps relevant to undertake a comprehensive cy-
bersecurity risk analysis. It implies structuring the cybersecurity problem as
a decision model based on a multi-agent influence diagram. It enables the
assessment of beliefs and preferences of the organisation regarding cyberse-
curity risks as well as the security portfolio and insurance they can imple-
ment to treat such risks. It takes into account, in addition to non-intentional
threats, the strategic behaviour of adversarial threats with ARA. We model
the intentional factors through the decision problems of the Attackers. The
case introduced is a simplification of a real example but serves as template
for complex problems. Among other things, we had to rely on expert judg-
ment to assess the uncertainty nodes for which we lacked data. From the
decision-support point of view, ARA enables the calculation of optimal cy-
bersecurity resource allocations, facilitating the selection of security and in-
surance portfolios. Furthermore, it also enables sensitivity analysis to evalu-
ate whether the optimal portfolio remains as such, in case different elements
affecting risk change.

Future work involves the application of this paradigm to study other
cybersecurity adversarial problems, including granting a cyber insurance
product and cyber re-insurance issues. The problem proposed here refers
to strategic/tactical decisions; it would be interesting to develop dynamic
schemes integrating strategic and operational decisions. Similarly, we shall
address the development of parametric cyber insurance schemes in order to
obtain premiums that reflect better risk management. We shall also pursue
optimisation algorithms beyond enumeration to reduce the computational
burden.

When compared with standard approaches in cybersecurity, our paradigm
provides a more comprehensive method leading to a more detailed mod-
elling of risk problems, yet, no doubt, more demanding in terms of ana-
lysis. We believe though that at many organisations, especially, in critical
infrastructures and sectors, the stakes at play are so high that this addi-
tional work should be worth the effort. Therefore, another relevant activ-
ity would be the development of a software environment that supports the
implementation of our cybersecurity framework based on the R routines
elaborated.
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Notation

Cybersecurity ARA framework notation
p(·) Probability distribution
u(·) Utility function
PA(·) Random probability distribution

(attacker problem)
UA(·) Random utility function

(attacker problem)
cn Cost of normal system performance
ψn Expected utility under normal

conditions
t1, . . . , tm Threats
c1, . . . ,cl Costs of impacts on the assets
c Total costs
ψr Expected utility considering threats
e Security controls portfolio
ce Security controls portfolio cost
ψ(e) Expected utility when portfolio e is

implemented
ψ∗

e Expected utility of optimal portfolio
i Insurance
ci Insurance cost
ψ(e, i) Expected utility when portfolio e and

insurance i are implemented
ψ∗

e,i Expected utility of optimal portfolio
and insurance

uA(·) Attacker utility function
ψA(·) Expected utility for attacker
A∗(e) Optimal random attack given

security portfolio e
ep Preventive security controls portfolio
er Reactive security controls portfolio
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Case study template notation
i Insurance
ci Insurance cost
gi Insurance coverage
s Security controls portfolio
cs Security controls portfolio cost
f Fire probability
o Fire duration
v Number of computer virus infections
q Probability that a computer gets

infected
w Percentage of time loss caused by

computer virus
b Impact on facilities
qi Insurable impact on computers
qn Non-insurable impact on computers
cd Total costs for defender
u(cd) Defender utility
a Competitor attack
l Duration of DDoS
l j Lenght of j-th DDoS attack
r Market share loss ratio
m Impact on market share
e Attacker earnings
t Detection of attacker
ct Cost when detected
ca Result of attack
uA(ca) Attacker utility
UA(ca) Attacker random utility
A∗(s) Optimal random attack given

security portfolio s
ψ(s, i) Expected utility when portfolio s and

insurance i are implemented
(s∗, i∗) Optimal security portfolio s and

insurance i
βe(·) Beta distribution
P(·) Poisson distribution
Γ (·) Gamma distribution
Tri(·) Triangular distribution
U (·) Uniform distribution
B(·) Binomial distribution
N (·) Normal distribution
E (·) Exponential distribution





Chapter 5

A tree of cybersecurity objectives

We have proposed a rigorous framework for risk management in cyber-
security in Chapter 4, which overcomes several of the defects in current
standards by modelling cyber risks in more detail and including adversarial
threats and insurance. The framework emphasises adversarial aspects for
better prediction of threats, mitigates lack of data through structured expert
judgement techniques and includes cyber insurance within the risk man-
agement portfolio. Although we included a template case study, its imple-
mentation may entail extensive work within large organisations. Towards
the aim of facilitating a decision support system to aid in implementing our
cybersecurity risk analysis framework, we propose here a generic tree of po-
tential cybersecurity objectives for ICT owners. We describe potential attrib-
utes corresponding to each objective. Its purpose is to support the identific-
ation of all potential impacts of cybersecurity incidents in terms of relevant
stakeholders’ assets. Our approach is inspired by earlier work in counter-
terrorism, homeland security, aviation safety risk management and cyber-
security financial risk management [100, 103].

The rest of the chapter is structured as follows: First, we provide a gen-
eric objective tree for cybersecurity. Then, for each of the non-monetary ob-
jectives, we provide potential attributes that measure or estimate objective
achievement. Then, we explain how to build an utility function once the ob-
jectives and their attributes are specified, including an illustrative example
before concluding with a brief discussion.

5.1 Cybersecurity risk management objectives

Cybersecurity occurrences may entail very negative consequences in terms
of costs, loss of reputation or even, in some cases, casualties. We track them

105
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through performance measures that we want to optimise, which we desig-
nate objectives. Through risk management, we aim at implementing treat-
ments, possibly including a cyber insurance, to perform optimally with re-
spect to such objectives, which will depend on the incumbent organisation.
They will typically vary from state organisation to private ones and, among
these, will differ for, say, a standard small enterprise, an Information and
Communication Technology (ICT) based small enterprise, a medium enter-
prise or a large company. They may also vary in different countries and
domains (e.g., air traffic management, healthcare, manufacturing). To each
objective we associate, at least, one attribute with which to assess it.

We present here a generic list of objectives from which an organisation
may choose when undertaking their cyber risk management process. The
context of our problem is an organisation that aims at introducing a cyber
risk management strategy, including possibly a cyberinsurance, to improve
cybersecurity.

5.2 General concepts

Structuring objectives in trees can help a risk manager overcome the cog-
nitive overload brought by the volume of information which needs to be
integrated into the solution of large, complex issues as in cybersecurity risk
management [17]. An analyst can work with risk managers to build such
objective hierarchy or tree in several ways [99, 29], including a brainstorm-
ing process or a questionnaire to identify the relevant objectives. There are
several requirements that these must meet if they are to be useful for de-
cision support [101]: comprehensive, covering the whole range of relevant
consequences for the incumbent organisation; measurable, either objectively
or subjectively; non-overlapping, two objectives should not measure similar
impacts; relevant, in the sense of being capable of distinguishing between
alternatives; unambiguous, having a clear relationship between impacts and
their description using the corresponding objective; understandable, the ob-
jective should be presented so that a reader reasonably familiar with risk or
business can easily comprehend it.

The lowest tree nodes provide a series of dimensions, say q of them,
which may be used to describe the consequences of alternatives, cyberse-
curity policies in our case, and uncertain scenarios. Each of these objective
scales may be quantified in an attribute, allowing each consequence to be
represented as a vector of attribute levels c = (c1,c2, . . . ,cq). We distinguish
three types of scales.
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• A natural attribute gives a direct measure of the objective involved and
is universally understood. An example of this, typical with cyber incid-
ents to SMEs, are costs in relation with ICT support services that repair,
reinstall or recover desktop computers and measured in EUROs.

• Constructed attributes are created for a specific decision context and are
not universally understood. They are based on an artificially built ordinal
scale, say 1 to 10. For example, in the case of image loss, level 1 could be
associated with a case of minimal impact, e.g., a cyber attack with no loss
of image even internally at the organisation. Level 10 could be associated
with a maximum impact accident and a full compromise of the informa-
tion assets of the organisation, like the exposure of thousands of private
or personal information about customers, with appearance in global me-
dia. Henceforth, we would associate each of the levels with a qualitative
description of severity with respect to image.

• Proxy attributes are used because of its perceived relationship with the
objective, when no natural attributes are available and constructed scales
are deemed too ambiguous. Variations in a proxy attribute are perceived
to correlate with the issue of concern. For example, in online businesses
the proxy attribute website downtime usually correlates with lost online
sales.

5.3 Cybersecurity objectives

A popular approach to describing cybersecurity objectives is in terms of the
information security attributes of confidentiality, integrity and availability
[125]. However, such objectives may be difficult to interpret from a business
perspective: they are useful for expressing security from an information se-
curity perspective, in which ICT systems are described in terms of sets of
pieces of information that are stored, processed or transmitted. We can think
of this as the technical perspective through which we can express cyber risk.
Yet the business perspective focuses more on assets and activities relevant
for the organisation and its stakeholders; this is even more relevant if we
reflect the general principles introduced above: objectives should cover the
consequences over relevant organisational assets and activities expressed in
variables directly used, or understandable, in the language of the incumbent
organisation.

Some cybersecurity frameworks provide catalogues of concepts analogue
to our objectives, mostly those addressing business impact analysis in cy-
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bersecurity, including ETSI GS ISI 002 v1.2.1 [59], ISO 22317 [90]1, OWASP
business impacts [162], the OECD cyber losses types [133], the ENISA In-
formation Package for SMEs [56], the ENISA report on ICT business con-
tinuity management for SMEs [57], SABSA [163] or MAGERIT [122]. We also
include the list of impacts identified in Hubbard and Seiersen [76] and the
CYBECO deliverable on defining cyber insurance scenarios. They depict a
few general categories of impacts (legal and regulatory, productivity, finan-
cial reputation and loss of customers) with some examples or subcategories.
However, they do not meet well the requirements earlier established. Most
of them provide a list of recurrent or important business impacts rather than
a comprehensive list encompassing less typical impacts (e.g., cyber attack
physical impacts). Similarly, they provide types of objectives or impacts that
somehow overlap: most of them affect monetary objectives and, thus, some
categorisation among them is recommended. For instance, some costs affect
specific assets (e.g., activity interruption), whereas others are more general
(e.g., competitive advantage, reputation).

Of course, creating a comprehensive and non-overlapping set of object-
ives may have disadvantages, namely, the addition of more concepts. One
example in business terms is that income generation is a clear and main
objective for companies to make money through sales. However, compan-
ies have alternative means to earn money, which may be even more rel-
evant in other types of organisations such as non-governmental organisa-
tions, including grants, investments or licenses. A second example refers to
the emerging and potential impacts of cyber risks involving physical and
psychological aspects. Thus, third-party impacts such as health and envir-
onment should be also taken into account.

As a consequence, our approach is to list objectives and impacts in cyber-
security and sort them in a hierarchy of objectives in a more comprehensive,
measurable, non-overlapping, relevant, unambiguous and understandable
manner. As mentioned, comprehensiveness and non-overlapping involve,
mostly, careful addition of novel concepts. Relevance and understandabil-
ity are more related with translating cybersecurity impacts from the confid-
entiality, integrity and availability realms to another one focused on assets,
activities and stakeholders.

Besides the existing lists of cybersecurity impacts, the main influences
on ours come from asset management and law. The first discipline, ISO
55000 [88] on asset management in general or ISO 19770 for ICT assets [89],
helps us in conceptualising the different status that an asset could attain,
so that engineers could characterise how an asset affects a system or the
1 Standards in the ISO 22300 family are the continuation of BS 25999 [16], one of the most
popular standards in business continuity management.
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organisation in terms of reliability and predictability. The second influence
comes from law, in particular, the distinction between damages on prop-
erty (economic or pecuniary) and persons (general or non-pecuniary). This
facilitates the distinction between objectives that can be measured or evalu-
ated in monetary terms (directly or through estimation) and others that are
non-monetary and, thus, need special consideration when it comes to their
evaluation. It also helps with the distinction between the objectives’ owners
(e.g., health and environmental damages are suffered by third parties be-
sides the monetary, legal or reputational consequences that such damages
could cause to the organisation).

We thus have developed a generic tree of cybersecurity objectives for
a generic organisation, summarised in Fig. 5.1 and aimed at reaching the
properties mentioned in Section 5.2. When it comes to comprehensiveness,
we have evaluated existing categories of impacts to, at least, have categor-
ies that cover them. Solving the overlapping problem would mean creat-
ing more abstract concepts. We think that this question should be actually
addressed when performing the actual risk assessment. Should a risk in-
volve impacts on several categories, it would be necessary to check that im-
pacts included in one category are not included in different ones. We have
also tried to bring more general terms for the objectives rather than more
domain-specific (e.g., organisation instead of business). This may add a little
more ambiguity and less understandability compared to domain-specific IT
or business categories, but it provides a more comprehensive approach.

Fig. 5.1: Cybersecurity objectives. Green, assessed in monetary terms; blue, not directly
measurable in monetary terms (e.g., health, environmental); grey, with both types of sub-
objectives.

The rest of this section describes in some detail the rationale behind such ob-
jectives. Note that some of them refer to impacts that may last several years
and, for instance, those measured in monetary terms should be dealt with
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net present values (NPV) [64]. We also provide, at the end of this chapter, a
mapping of some of the previously mentioned catalogues to these cyberse-
curity objectives. As expressed in Figure 5.1, all objectives refer to minim-
isation, for example when mentioning impact to the organisation we under-
stand minimising impact to organisation. Finally, unless explicitly mentioned,
the objectives will be expressed in monetary terms.

5.3.1 Impact to the organisation

This objective consists of the following sub-objectives:

• Operational costs. We refer to those costs related with the assets and
activities involved in the organisation’s operations, i.e., the area respons-
ible for producing goods or delivering services, the cost of degradation,
malfunction, abuse, unavailability, elimination, recovery and unrecover-
ability of their assets and activities. We focus on assets such as software,
ICT devices, documents, and equipment; and activities such as serving
food, delivering merchandise, writing a report, or supporting adminis-
trative acts with citizens. All of these impacts can be represented with a
monetary attribute. We include:

– Degradation if the asset or activity performs its function in a less pro-
ductive or more costly manner, e.g., a text processor running slower
than normal as an asset degradation, or slower document production
as an activity degradation.

– Malfunction if the asset or activity has disturbances or a hazardous be-
haviour, e.g., a text processor producing errors when writing several
pages.

– Abuse if the asset or activity is maliciously manipulated, e.g., a mali-
cious macro exfiltrating the document edited in the text processor.

– Unavailability of the asset or activity, e.g., the employees cannot run
the text processor.

– Recovery as the actions and resources to restore an asset or activity to a
normal situation. Note though that some assets might be unrecoverable
(e.g. a piece of art) and this might have an operational impact (e.g.,
uninstallation of a text processor with several macros tailored to the
business that cannot be reprogrammed because a programmer left the
company).
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• Income reduction: Impacts that reduce the income obtained by the or-
ganisation. In synthesis, minimizing loss of sales, contracts, market share,
funding or licenses. In a business context, they typically involve market-
ing and commercial aspects related to sales. However, we also have to
take into account that some income does not necessarily come from sales,
e.g. in public and non-profit organisations. All of them can be assessed in
monetary terms. We include:

– Income reduction over sales flow, involving sales but also leads, quotes,
post-sale and customer service.

– Loss of market share, which can be expressed through the reduction
over the sales flow. However, it might also be considered as an asset
with an estimated economic value that can drop if market share is re-
duced.

– In some cases, when the contracts are few but big, loss of contracts
might be a more practical indicator than sales and market share.

– Loss of funding not directly related with sales flow, e.g., through in-
vestments, grants or public funding.

– Loss of licenses. It has a compliance origin but their loss could reduce
income.

• Other costs: These refer to other impacts that affect an organisation. It in-
cludes some strategic, compliance and financial assets or potential costs.
Although their identification or estimation might be difficult, all of them
may translate into income (e.g., technological advantages) or costs (e.g.,
less advertisement for a well-known brand). All of them can be represen-
ted through monetary attributes. We include:

– Loss of competitive advantage caused by leaked, spied, or publicly dis-
closed sensitive information, including intellectual property or com-
mercial secrets. Although it could be correlated with income reduction
or reputation impact, it is also considered an intangible but defined as-
set that can be estimated or sold.

– Depreciation, abuse, unavailability or elimination of financial assets.
Examples are changes in stock value, financial blackmail, extortion or
ransom, theft of financial assets, including money or financial instru-
ments.

– Costs from non-compliance with contracts, regulations, standards or
any other enforceable policy. Examples are fines and regulatory penal-
ties, contractual and agreement penalties and litigation costs.
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• Reputation impact: We refer to impacts over reputation that affect the
trustworthiness of the organisation as an institution, rather than those
more directly measurable in monetary terms that impact brand value, re-
duce income or operations or the activities towards recovering the repu-
tation. In principle, these impacts cannot be represented with monetary
attributes.

• Cybersecurity costs: It is practical to separate the costs related with man-
aging cybersecurity, since this is the activity we aim to support in our
decision-making model [144]. It covers the costs of preventive and react-
ive controls as well as the eventual cyber insurance. All of them can be
represented in monetary terms.

5.3.2 Impact to other organisations

A cybersecurity incident in our organisation might affect other organisa-
tions and, thus, the organisation objectives also involve minimising damage
to them. It replicates the objectives for our organisation except for minimisa-
tion of cybersecurity costs, since we are not supporting their cybersecurity
decision-making. Therefore, it consists of the following sub-objectives: Op-
erational costs to other organisations; Income reduction to other organ-
isations; Other costs to other organisations; Reputation impact in other
organisations (non-monetary).

5.3.3 Harm to people

A cybersecurity incident might also affect people such as employees, cus-
tomers, or local communities. Therefore, the organisation objectives could
also involve minimising harm to people. Some of the sub-objectives pro-
posed in Figure 1 entail impacts which have been very rare, so far, in cyber-
security. For example, cyber attacks with physical impact are unusual but
the emergence of industrial systems and smart infrastructures brings these
risks to the fore, recall, e.g, Stuxnet. We include: Fatalities (non-monetary);
Physical and/or mental health injuries (non-monetary); Injuries to per-
sonal rights (non-monetary), e.g., dignity or privacy; Personal economic
damage.
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5.3.4 Environmental damage

Similar to damage inflicted to people, the environment might be affected
by cyber attacks against systems with physical operations. Here we model
the impact over the natural environment as such (e.g., the costs of cleaning
contamination are an impact to organisations or people).

5.4 Attributes for quantifying the non-monetary objectives

We have identified several objectives that were not measurable in monetary
terms. We describe here how we may proceed for each of them:

1. We could start with the identification of the main scenarios that a cyber-
security incident could cause. These what-if scenarios should be compre-
hensive in terms of covering all feasible types of impacts, related to the
objective that the relevant stakeholders, assets and activities of the organ-
isation may suffer if attacked.

2. Once these scenarios are identified, they should be quantified for their
use in the model, following the approach depicted in Sect. 5.2 based on
natural, constructed or proxy attributes.

5.4.1 Impact on reputation

[76] discuss how to assess reputational damage in cybersecurity. The au-
thors did not find strong evidence linking data breaches and stock prices of
an attacked company, but observed that a relevant cyberattack cost is related
to control the damage to limit reputation effects. As mentioned, this object-
ive may impact brand value, reduce income or service or recovery costs
from a public image perspective. However, reputation also encompasses as-
pects related with trustworthiness, legitimacy and image.

In the organisational theory literature, several authors apply an overall
measure of reputation [62] whereas others use an attribute-specific meas-
ure [96, 69], since organisations may have multiple types of reputations.
[24] provide four categories: moral reputation referring to how the organ-
isation treats stakeholders; procedural, related to the extent the organisation
follows legal and social norms; performative, referring to the capability of
the organisation for performing their job; and, finally, technical related to
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the capability of the organisation for dealing with complex environments
different from their business as usual status. We can use the same four cat-
egories with changes in names to facilitate understanding in the context of
our model: moral, compliance, performative and adaptability reputations.

Common ways of measuring or building attributes for concepts like repu-
tation are interviews with representatives of stakeholder groups or survey-
ing a representative sample of such groups [169]. Indeed, measuring repu-
tation is meaningful when it is done for specific groups of stakeholders
[96, 69], relative to a competitor or a similar organisation [62] or past repu-
tation performance [95].

If we proceed with the constructed-attribute approach, we should first
identify the scenarios taking into account the previously mentioned com-
ponents (e.g., what type of reputation? with respect to which stakeholders?).
Once these scenarios are identified, they should be ordered from the most
to the least preferred. Table 5.1 provides a simple example of different repu-
tation situations for a particular organisation ranked from best to worst.

Rank Impact on reputation
1 No impact
2 Loss of moral or compliance reputation

in up to 10% of employees, customers or the general public.
3 Loss of performative or adaptability reputation

in more than 25% of customers or general public.
4 Loss of moral or compliance reputation

in up to 50% of employees, customers or the general public.
5 Loss of moral and compliance reputation

in more than 50% of employees, customers or the general public.

Table 5.1: Example of reputational impact scenarios constructed scale.

Alternatively, if we proceed with a proxy attribute, we could focus on the
salience of cybersecurity incidents in news, media and social networks or
the cost of handling the reputation impact of the incident.

5.4.2 Harm to people: Fatalities and injuries to physical and mental health

Cybersecurity incidents may pose a physical risk and, thus, triggering in-
cidents that may affect people’s health. Indeed, they are a major concern in
medical devices [65], industrial control systems [112] or self-driving vehicles
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[157]. Additionally, mental health might be a relevant issue too, for instance,
in relation to cyber bulling [170].

Our first sub-objective, minimising fatalities, could be assessed with a nat-
ural attribute such as the number of fatalities, as long as we do not distin-
guish between different types of victims. For the others, for example, the
WHO2 International Classification of Diseases [175] provides a list with all
types of injuries, diseases and disorders and, together with the object or
substance producing them, the place of occurrence and the activity when
injured. These classifications provide thousands of events or injuries. How-
ever, in a real case, our assessment will be more straightforward. Usually,
the physical risks of cybersecurity would be a new causing or facilitating
event of an already existing safety risk that, most of the time, has been docu-
mented by the organisation through industrial or occupational assessments.

Risk analysis typically distinguish between major and minor injuries. We
could use them as the two natural attributes. They are also suitable for a
constructed-attribute approach. There are several methods that may help
us to create an ordinal scale [72], such as the Injury Severity Score to as-
sess the severity of injuries or the Global Assessment of Functioning or the
WHO Disability Assessment Schedule [174] for physical or mental function-
ing. Table 5.2 provides an example of different levels of mental and physical
impacts, based on some of the previous scoring systems but excluding those
scores related to fatalities.

Rank Injuries to physical and mental health
1 No injury, emergency or functional impairment.
2 Minor emergency that does not require medical intervention (NACA I); or

minor injury (4 > ISS > 0); or
absent or minimal psychological or physical symptoms, no more than
everyday problems or concerns (GAF 81-90).

3 Slight to moderate non life-threatening emergency that requires medical
intervention (NACA II and III); or
moderate or serious injury (16 > ISS >= 4); or
mild and moderate psychological or physical symptoms, causing slight to
moderate impairment in social or occupational functioning (GAF 51-80).

4 Serious emergency that may be life-threatening and which requires medical care
(NACA IV-VI); or
severe to maximal (currently untreatable) injury (ISS >= 16); or
serious psychological or physical symptoms or persistent danger causing serious
to persistent inability in several areas of functioning including family, mood,
relations, thinking or even danger of hurting self or others (GAF 1-50).

Table 5.2: Example of physical and mental impact scenarios constructed scale.

2 World Health Organisation
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Alternatively, we could use the number of people entering into hospital in
relation with the cybersecurity event as a proxy attribute.

5.4.3 Harm to people: Injuries to personal rights

Cyber attacks may harm our dignity or privacy, accidentally or intention-
ally. Furthermore, large scale activities of governments or companies on the
Internet have become a major issue on this topic, such as the US NSA sur-
veillance [115], the Great firewall of China [107] or the scandal of Cambridge
Analytica [105]. In this context, governments and international institutions
are pushing for a more secure and governable cyberspace. Namely, the UN
Human Rights Council has stated that “the same rights that people have
offline must also be protected online” [165]. See also the recent GDPR (REF)
in Europe.

These rights could be identified from national jurisprudence, but the col-
lection of by UN provides an international and overreaching framework.
For our purposes it might be useful the classification system in the Universal
Human Rights Index Database[166] which covers the human rights recognised
by UN under categories such as civil and political rights; economic, social
and cultural rights; or rights to specific persons or groups.

The constructed-attribute approach may be the best one to operationalise
this subobjective. However, the nature of these rights, hardly commensur-
able, and their relatively big number makes this task demanding. One ap-
proach could be creating a hierarchy inspired on [117] pyramid of needs.
Most criticisms of this hierarchy focus on its last two categories (esteem
and self-actualization); for instance, differences between individuals and so-
cieties on what constitutes esteem and self-actualization or even whether
they consider the latter more basic than the former. Based on that, Table 5.3
provides an example of different impact levels over personal rights, using
our modification of Maslow’s pyramid.

Rank Injuries to personal rights
1 No personal right violation
2 Violation of personal rights that may affect esteem and self-actualisation needs.
3 Violation of personal rights that may affect social belonging needs.
4 Violation of personal rights that may affect safety needs.
5 Violation of personal rights that may affect physiological needs,

including safety needs that also affect physiological needs.

Table 5.3: Example of personal rights impact scenarios constructed scale.
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Alternatively, we could use as a proxy attribute the number of legal ac-
tions against the organisation due to personal rights violations or the num-
ber of personal identifiable information records exposed.

5.4.4 Environmental damage

As in subsection 5.4.2, cybersecurity incidents may trigger incidents with
environmental impact. Indeed, there is a high number of potential envir-
onmental risks. We have two relevant types of classifications: focused on
the environmental impact of normal operations and on the environmental
impact of incidents. For instance, the European eco-management and audit
scheme (EMAS) [51] or the British environmental key performance indicat-
ors [38] provide suggestions to assess the environmental impact of normal
activities such as land use, energy efficiency or emissions to air. In our case,
these might be useful to identify impact scenarios in which the environ-
mental performance of the organisation is disrupted by a cyber incident.
Additionally, frameworks like the Irish [46] and British Common Incident
Classification Scheme (CICS) [45] provide frameworks to identify environ-
mental incidents such as the preservation of natural sites or habitats or con-
tamination of water. They also provide severity scores that might be helpful
for building a constructed scale for this objective. Note though that they in-
clude impacts that we classify in other sections such as human health or
agricultural losses.

Based on the British frameworks [38], [45], we can build a constructed at-
tribute for the environmental impacts. Table 5.4 provides a simple example
of different environmental impacts based on these two frameworks.

Rank Environmental damage
1 No environmental impact.
2 Disturbance in the environmental performance indicators of the organisation.
3 Limited environmental damage, corresponding to CICS category 3 incidents.
4 Significant environmental damage, corresponding to CICS category 2 incidents.
5 Major environmental damage, corresponding to CICS category 1 incidents.

Table 5.4: Example of environmental damage constructed scale.

Alternatively, the quantitative nature of environmental performance in-
dicators might serve us to use them as proxy attributes. For example, we
could employ the variation in percentage of the most affected environ-
mental indicator.
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5.4.5 Summary

Table 5.5 summarises the cyber security risk management objectives and
attributes that we include in our study.

Objective Natural
attribute

Constr.
attribute

Proxy
attribute

Min. operational costs
Min. income reduction
Min. other costs
Min. operational costs in other orgs.
Min. income reduction in other orgs.
Min. other costs in other orgs.
Min. personal economic damage

Monetary
units

Min. reputation impact
Min. reputation impact in other orgs. Yes Media salience

Public relations cost

Min. fatalities Num.
fatalities

Min. injuries to physical
and mental health

Num.
injured
people

Yes Num. of people in hospital

Min. injuries to personal rights Yes

Num. of legal actions
against the organisation

Num. of personal identifiable
information records exposed

Min. environmental damage Yes Percentage of variation in
environmental indicator

Table 5.5: Summary of objectives and attributes.

5.5 Utility model

Section 5.1 identified a comprehensive list of cybersecurity objectives. From
it, the incumbent organisation could choose the objectives relevant in its
problem. Then, we need a procedure to model preferences over such im-
pacts, as we do now through a utility function. We use the classic concepts
of measurable multi-attribute value function [42] and relative risk aversion
[43].

The approach that we adopt, as it is not overly demanding cognitively, is
relatively general in its assumptions and is easy to assess in practice is as
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follows. Under sufficiently general conditions [143], the utility must have
the following structure:

1. u(c) = 1− exp(−ρ ∑vi(ci)), ρ > 0.

2. u(c) = ∑vi(ci).

3. u(c) = 1+ exp(ρ ∑vi(ci)), ρ > 0.

where ρ is the risk aversion coefficient and the vi’s are measurable value
functions.

We discuss now how to assess the parameter ρ , facilitating scaling the
utility to [0,1]. In our case, the relevant attributes may be viewed as costs,
which are decreasing. We make c=−d, to make the attribute increasing. The
minimum cost is 0 and suppose the maximum cost is c∗. The utility function
has to be strategically equivalent to

u(d) = 1− e−ρd = 1− eρc.

This means that its form should be

u(c) = a(1− eρc)+b.

We make
u(0) = 1, a(1− eρ0)+b = 1 ⇒ b = 1

u(c∗) = 0, a(1− eρc∗)+1 = 0 ⇒ a(1− eρc∗) =−1.

We need one more judgement for a certain cost, which we fix at c = c∗/2. We
use, for example, the probability equivalent method [60]. In order to acheve
so, we ask the cyber risk manager to provide the probability p such that she
finds equally interesting the lotteries

�
1
c

�
∼
�

1− p p
c∗ 0

�
.

Then,
u(c) = (1− p)u(c∗)+ pu(0) = p,

and we have the system
�

a(1− eρc) = p−1,
a(1− eρc∗) =−1,

from which
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1− eρc

1− eρc∗ =
p−1
−1

.

This leads to
eρc +(p−1)eρc∗ − p = 0.

Taking x = eρc, we have

(p−1)x2 + x− p = 0,

whose solution is x = 1±
√

1−4p(1−p)
2(1−p) . We then make

ρ = lnx/c,

and
a =

1
x2 −1

.

5.5.1 Example of the utility model

Assuming a risk averse organisation, then if we apply the utility function
defined in the previous section, we use

u(m,r) = 1− exp
�
−ρ

�
vm(m)+ vr(r)

��

where m is the monetary impact, r is the impact on personal rights and
vm(m) and vr(r) are their corresponding value functions. To operationalise
this function, we could use the quantitative attributes that measure such
subobjectives, so that the utility function can be described as

u(m,r) = 1− exp
�

ρ
�

m+ crr
��

The first one, m, is measured through a natural attribute (monetary units)
that we shall express in e. Note that this also includes the security costs of
security controls and insurance, since they are related to the objective Min.
cybersecurity costs.

The second one, r, is measured with a proxy attribute (records exposed),
associated with the parameter cr. To elicit this parameter, we should provide
an economic value to privacy. The legal costs of injuries to personal rights
are part of the monetary costs. However, there is no solid estimations for
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the value of privacy [1]. Estimations based on British [109] and American [71]
customers reveal that consumers’ value of their personal information is up
to £7.25 and $44.62 respectively. Assuming that they are risk neutral and
they assign a probability of less than one percent to a data exposure then
taking the more conservative British figure (equivalent to e8.25), we shall
use that at least they value their personal information ate825. Risk aversion
would reduce this figure slightly, whereas the American figures or a lower
perception of the likelihood would increase it (e.g., more than e4.000 with
the American figures or e1.650 if we assume a probability of breach of less
than 0,5 percent). Therefore, we use e825 as a conservative estimate of the
economic value of privacy per record.

Then, the utility function that we shall be using is strategically equivalent
to

u(m,r) = 1− exp
�

ρ
�

m+825r
��

To adjust it, we determine the worst reasonable cost c∗ = m∗+825r∗, where
m∗ is the sum of the maximum cost of the impacts and the security budget
and r∗ is the maximum number of records that can be exfiltrated. Suppose
that for a certain organisation, m∗ is estimated at e2.000.000 and r∗ is es-
timated at 5000, so that the worst cost is e6.125.000. We also determine
the best cost, which is c∗ = 0, for m∗ = r∗ = 0. Further suppose that, for

c1 =
1
2

c∗, we obtain u(c1) = 0.8, through the probability equivalent method.
We then obtain that the only valid root in 5.5 is x= 4, so that a= 1/15= 0.066,
ρ = 4.5267∗10−7 and b = 1, and the utility function is

u(m,r) = 0.066∗
�

1− exp
�

4.5267∗10−7
�

m+825r)
��

+1.

5.6 Discussion

In earlier chapters, we have presented risk analysis models based on influ-
ence diagram and adversarial risk analysis, which provide a formal method
supporting all relevant steps when undertaking a comprehensive cyberse-
curity risk analysis. To facilitate its implementation in case studies, as well
as to develop a decision support system facilitating its implementation, we
have introduced a generic objective tree for cybersecurity risk management
from the Defender perspective, with the corresponding objectives and at-
tributes, some ideas on the pertinent forecasting models and a generic pref-
erence model, illustrated with specific examples. From it, a cybersecurity
risk manager could choose the relevant objectives to proceed in a risk ana-
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lysis, formulate his preference model by responding a few simple questions
and have an orientation on the forecasting models to be implemented, facil-
itating his analysis.

We consider that we provide a thorough but synthetic list of cybersecurity
objectives. We find that most of the catalogues identify objectives from the
perspective of an archetypical organisation (typically, business corporations
but also public agencies). We tried to provide a more general version also
valid from the perspective of other organisations and people.

Additionally, some of the objectives related with personal rights or phys-
ical impact are not typically included in these catalogues. The reason is that
these are emerging or potential future risks. Even though, we consider that
our physical world and our lives are becoming more and more digitalised,
and digitalisation will be ubiquitous in our physical world (thus, the im-
portance of physical risks to people and the environment) and in our beha-
viour and personal lives (thus, the importance of personal rights).
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Mapping of existing catalogues to our cybersecurity objectives tree

Mapping of MAGERIT valuation criteria

Table 5.6: MAGERIT mapping to cybersecurity objectives tree

MAGERIT[122] Cybersecurity Objectives Tree
Personal information Injuries to personal rights (impacts to persons),

Other costs (impacts to organisation due to non-
compliance regarding personal information) and
Operational costs (information asset degradation).

Legal obligations Other costs
Security Cybersecurity costs
Commercial or economic interests Income reduction or other costs (if strategic)
Service interruption Operational costs
Public order For most organisations is Impact to other organisa-

tions. For those organisations responsible for pub-
lic order it might be necessary to create a new cy-
bersecurity objective of of non-monetary nature for
evaluating the potential states of public order: Max.
public order.

Operations Operational costs
Administration and management Operational costs
Loss of confidence (reputation) Reputation impact
Prosecution of crimes and law enforce-
ment

For most organisations is min. impact to other or-
ganisations. For those organisations responsible for
these tasks it is related with Operational costs

Service recovery time Operational costs
Classified information As a characteristic of information assets, Opera-

tional costs
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Mapping of SABSA high-level general business attributes

Table 5.7: SABSA mapping to cybersecurity objectives tree

SABSA[163] Cybersecurity Objectives Tree
Financial - Accounted Other costs
Financial - AML compliant Other costs
Financial - Auditable Other costs
Financial - Benefit-evaluated Income reduction.
Financial - Cash-flow forecasted Income reduction
Financial - Credit controlled Other costs
Financial - Credit risk managed Other costs
Financial - Investment returnable Other costs
Financial - Liquidity risk managed Other costs
Financial - Market risk managed Other costs (understood as financial market risks)
Financial - Profitable Income reduction
Financial - Reporting compliant Other costs
Physical (all attributes) Operational costs. Note that some characteristics are

related to security/risk characteristics of the assets
(access controlled, damage protected, defended, se-
cure, theft protected).

Human (all sub-attributes) Characteristics related to human capital, which
could be classified as an asset. Therefore, the related
objective is Operational Costs

Process (all sub-attributes) Other costs
Strategic - Administered Other costs
Strategic - Branded Other costs
Strategic - Communicated Other costs
Strategic - Competitive Other costs
Strategic - Compliant Other costs
Strategic - Financed Other costs
Strategic - Goal oriented Other costs
Strategic - Governed Other costs
Strategic - Logistically managed Operational costs
Strategic - Market penetrated Income reduction
Strategic - Market positioned Income reduction
Strategic - Reputable Reputation impact.
Strategic - Supply chain managed Operational costs
System (all attributes) Operational costs. Note that some characteristics

are related to security/risk characteristics of the as-
sets (access controlled, incident managed, risk man-
aged).



Chapter 6

Risk analysis models from the insurer prespective

In this chapter, we sketch two additional decision problems relevant in
cybersecurity economics around the concept of cyber insurance. The first
model serves an insurance company to decide their reinsurance portfolio.
The second one supports also an insurance company in deciding whether
to grant a given insurance product to a company. We describe all models in
terms of influence diagrams and bi-agent influence diagrams.

6.1 Cyber reinsurance

We describe now another major problem for an insurance company refer-
ring to reinsurance, described in Fig. 6.1 through an ID. Suppose that an

r

t2t1 tL

d

s1 s2 sL

s

u

Fig. 6.1: Cybersecurity reinsurance model.
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insurance company has segmented the market in several sectors, possibly
as outlined in Section 2. To fix ideas, in the ID in Fig. 6.1 we have included
three segments referring to standard SMEs S1; ICT SMEs S2; and, finally,
large enterprises SL. In standard SMEs, ICT is just a support function and
they rarely employ dedicated staff. In ICT SMEs, this technology is crit-
ical and core; they typically employ dedicated staff, possibly even focusing
on cybersecurity. Large enterprises maintain an important ICT infrastruc-
ture and usually have in-house ICT, security and information departments.
Each of them would have their own specific threats, which we, respectively,
summarise through t1, t2 and tL. Moreover, there will typically be common
threats which we summarise through d. This allows us to induce the poten-
tial accumulation effect that may hold in this application area.

The effects of these threats in the insurance claims of each segment is es-
tablished through s1, s2 and sL. For assessing them, we would consider the
size of each segment and aspects such as ICT systems, cybersecurity and
financial resources, features, assets and threats at each segment, much as
we did in the first model. Nodes s1, s2 and sL summarise all of this for each
segment.

Node s aggregates the effects s1, s2 and sL over various segments, but are
also compensated by the reinsurance decision r, so that s= g(s1,s2,sL,r). The
reinsurance decision could be restricted by, say, financial, legal or compli-
ance requirements. It could actually refer to a portfolio referring to several
reinsurers. Then, once we are capable of building p(d), p(ti), p(si|ti,d) – with
i = 1,2,L – and the utility function u, for the insurance company, we would
aim at maximising

max
r

�
· · ·

�
u
�
g(s1,s2,sL,r)

�
p(d) ∏

i
p(ti) ∏

i
p(si|ti,d) ds1 ds2 dsL dt1 dt2 dtL,

to find the optimal reinsurance decision of the insurance company.

Again this model serves as a template in that it can be extended to in-
clude further details. The number of common and specific threats can be
extended, for instance, to include the most common threats for each seg-
ment, information that could be derived, e.g., from the claims history or cy-
bersecurity industry reports. Segments could be extended, too, for instance,
differentiating by sector or country, or between medium and microbusiness
(less than nine employees). Moreover, a dynamic model could be construc-
ted, replicating the threats and effects nodes over several periods, typically
years. This could be interesting as cyber insurance presents two very rel-
evant dynamic aspects. First, cybersecurity is continuously evolving, with
some types of attacks becoming more frequent or harmful for a number of
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years or some sectors suffering more attacks. Second, cyber insurance is an
emerging market so the size of insuree segments could rapidly grow over
time.

6.2 Granting insurance products

In our third and final model, we consider a problem relevant for an insur-
ance company which refers to the decision of granting or not an insurance
product to a potential customer. We describe the problem as a BAID in
Fig. 6.2. There are two agents involved: the insurance company (I, white
nodes) and the customer (J, grey nodes). Striped nodes are shared by both
agents. The insurance company needs to decide whether to grant or not

itj

cd

rd r

uIuJ

Fig. 6.2: Insurance granting decision.

an insurance product (i) to the customer which, in turn, faces threats, sum-
marised in t. These threats determine the likelihoods and sizes of claims, as
discussed in previous sections. However, the claim likelihood (c) is also af-
fected by costumer decisions regarding cybersecurity compliance and care
in terms of insurance liability ( j). This involves behaviours that could re-
duce cybersecurity effectiveness (e.g., adherence to security policy, secur-
ity control maintenance, misuse) or, worst case, committing fraud. Should
a claim happen, the insurer or a supporting cybersecurity auditor would
typically perform a forensic investigation on the claim, aimed at detecting
fraud. The claim finally awarded to the insuree by the insurance company
(r) would depend on the initial claim and the result of the detection report
(rd). Both the insurance company and the insuree would aim at maximising
their respective utilities (uI and uJ).
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This is again an ARA problem, structurally resembling that in Section
2. Then, the process would go through two stages: the adversarial problem
first (costumer), and the insurance company one, second. The decision faced
by the insurance company is a standard decision analysis problem with the
extra ingredient of having to forecast whether the client decisions.

To do so, we consider the customer problem; as in the Attacker problem of
Section 2, we model his decision as uncertain and use random utilities and
probabilities to build the customer expected utility and find his random op-
timal decision which we use to estimate the desired fraud probabilities, that
would be estimated through Monte Carlo simulation. This, in turn, feeds the
expected utility of the insurance company to finally decide whether to grant
or not the product. Finally, we seek the maximum expected utility decision
for the insurance company.

Again, this model serves also as an extendible template. Insurer decisions
could include alternative insurance products. Other behaviours of random
nature (e.g., errors) or features of the customer could be added as uncertain
nodes that precedes the claim node. Additionally, more companies could be
added (replicating the grey and shaded nodes). The claim node could be
bifurcated in different types of claims. Indeed, an adversarial threat could
substitute or complement the random threat node to enable the assessment
of the potential impact in claims of a specific cyber attack (this could be rel-
evant during a surge of a type of cyber attack or during a notorious incident
like WannaCry).

6.3 Discussion

We have presented decision making models in relation with cybersecurity
and, specially, to help cyber insurance company to design its products. Once
with them, we may formulate the cyber reinsurance problem, which allows
a company to decide how to allocate its reinsurance portfolio. Finally, we
have illustrated the insurance granting decision.

There are other relevant applied economics problems in the field. Spe-
cially relevant is the behaviour of agents in the cybersecurity arena. The
effective implementation and maintenance of a cybersecurity program and
culture is key for minimising risk and, thus, the mechanisms that incentiv-
ise adherence to such program or the economics of its implementation are
relevant aspects to be studied. When it comes to threat agents, the study of
the strategic interaction of adversarial threats could be further extended, as
many hackers, more profit-oriented, face a choice problem when selecting
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their targets. A third interaction, on the protection side, is between govern-
ments establishing cybersecurity regulations and the organisations at risk,
which could be enriched with the incorporation of cyber insurance compan-
ies. Other interesting interactions could be between threat sources (i.e., the
agent that wants the attack) and threat perpetrators (i.e., the agent that un-
dertakes the actual attack). Other cybersecurity economic problems, more
present in the literature, could be the study of deep web markets related
with cyber attacks, models for the economic impact analysis of cyber risks
at a macroeconomic or market level or, less analysed, the socioeconomic
conditions that incentivise becoming a hacker.





Chapter 7

Discussion and conclusions

7.1 Summary of the Thesis

The first two chapters focused on incident risk analysis. In the first one
(Chapter 2) we presented our general incident risk analysis model (GIRA),
which formalises the incident risk analysis process through an influence
diagram. First, we discussed the considerations that should be taken into
account regarding risk analysis when applied to incidents. As a basis for
GIRA, we characterised the basic elements of incidents and their relations.
Then, we introduced GIRA and the particularities of its main components,
accompanied with examples: threat exposure, incident response, incident
materialisation, consequences in the systems, impacts on assets, risk object-
ives and risk evaluation. We also introduced a formal mathematical version
of GIRA and briefly discussed additional GIRA models: simplified, for mul-
tiple agents and for immediate and delayed events.

In the second one (Chapter 3) we presented further advances for GIRA
and a version adapted for a fast cybersecurity risk analysis. We presented a
simple elicitation method based on a qualitative interpretation of the likeli-
hood of the event (i.e., based on whether the different events in a chain are
certain, possible, rare or impossible) but with a mathematical representation
of these qualitative interpretations. Additionally, we introduced a category
map for understanding the potential ramifications of cybersecurity incid-
ents that might help when brainstorming about the risks of cybersecurity
incidents. We then presented our cybersecurity incident risk analysis model
(CSIRA) which is, basically, GIRA using the previous elicitation method and
the map for understanding the ramifications of cybersecurity incidents. In
the presentation of CSIRA, we also discussed that decision makers only
need to compare the scenarios of their different responses (without pref-
erence elicitation typical of influence diagrams).
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The rest of the models address the traditional time period of risk analysis,
e.g., the lifetime of a system or a period of several years (one in the case of
Chapter 4).

Chapter 4 develops a cybersecurity resource allocation model that in-
cludes the preferences and risk attitudes of the organisation, the intention-
ality of adversaries and decisions concerning cyber insurance adoption. We
presented a comprehensive framework for cybersecurity risk analysis, cov-
ering adversarial and non-intentional threats and the use of insurance as
part of risk management decisions. The first part introduces influence dia-
grams that describe different risk analysis models and their mathematical
formulation. Starting from a simple system performance evaluation we in-
troduce, incrementally, new elements to the models (risk, risk mitigation,
risk transfer and adversarial analysis). The second part presents a full ex-
ample case in which we detail all aspects of the assessment: The description
and the structure of the risk problem, the assessment of the organisation be-
liefs about the elements affecting risk and their preferences, the modelling
of the attacker problem to forecast his actions and the calculation of the best
portfolio of security controls and insurance for the organisation.

In Chapter 5, we described cybersecurity objectives with the purpose of
facilitating a comprehensive identification of the organisational objectives
at risk. We distinguished between those objectives that can be measured
in monetary terms and those that cannot or shouldn’t, such as physical or
harm to people. We further explore how to measure those non-monetary ob-
jectives (e.g., reputation, personal rights, environmental damage). We con-
cluded the chapter by detailing how to use this cybersecurity objectives and
attributes with an utility function.

In Chapter 6 we presented models for insurance companies. In the first
model, the insurance company is deciding what reinsurance product to ac-
quire taking into account the different market segments that the company
is insuring (e.g., SMEs, large business). In the second model, the insurance
company is deciding whether they grant or not an insurance product to a
potential customer.

The chapters that presents the GIRA and CSIRA models present a walk-
trough that provides the characteristics and an example of the different
types of components of the model. Although in the examples not all nodes
are described, it is possible to follow the chapter to replicate the example
in Genie1 or R2. In fact, the examples have been modelled with Genie. The

1 Software for creating discrete influence diagrams and Bayesian networks through a
graphical interface
2 Statistical and data analysis programming language and environment
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case presented in Chapter 4 provides a template on how to structure and
perform a risk analysis under the presented framework. It details the mod-
elling of all nodes and the calculations in the model. We provided the al-
gorithms that estimate the distribution of attacks and the optimal security
and insurance portfolio for the defending organisation. These algorithms
have been implemented in R to simulate the problem and calculate the solu-
tions. These software alghoritms are part of a software toolbox developed
for a pan-European research and innovation project, the CYBECO Toolbox3

In the reminder of the section we discuss our contributions with respect to
the objectives we established for the Thesis. This is followed by a discussion
on future work.

7.2 Contributions to the research objectives

Development of a risk analysis model for cybersecurity incidents

The contribution of GIRA/CSIRA is a risk analysis model tailored to in-
cident situations, following a synthetic but comprehensive characterisation
of incidents and a formal mathematical representation. As discussed in
Chapter 2, we found several shortcomings that existing methods do not
address well. Namely, that models such as bow-ties do not cover aspects
related to value (assets, impacts, risk evaluation) and risk matrices lead to
oversimplified analysis.

Simple risk scoring, as in risk matrices, is too vague for defining scen-
arios beyond exploratory descriptions of risks. It does not approximate the
likelihood adequately since it does not take into account chains of events.
The origin of this issue is the characterisation of risks and incidents; thus,
we started by developing an entity-relationship diagram to reason about
the risks of incidents (Fig. 1, Chapter 2) to establish what elements com-
pose incidents and their relations. It covers components relevant for both
the technical (e.g., vulnerability or incident) and evaluative (e.g., asset or
impact) characterisation of incidents.

GIRA/CSIRA are compatible with quantitative risk analysis. As influence
diagrams, they are similar to the ones presented in Chapter 4. The main dif-
ference is the problem structure that defines the parent relations between
nodes. Although every risk case will have its specific number of nodes,
GIRA/CSIRA will have a reduced number of nodes, since we are analys-

3 https://www.cybeco.eu/(retrieved28/05/2019).
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ing a few potential incidents and not all the threats that a system might face
over a long period. Therefore, if the analysts have time to perform a more
in-depth risk analysis, we would recommend the use of GIRA/CSIRA rep-
licating the assessment of beliefs and preferences done in Chapter 4.

However, we also include methods that facilitate a fast risk analysis. The
first one is the method described in Chapter 3, which classify events as
certain, possible, rare and impossible. Although qualitative in nature, it
provides certain advantages against the qualitative method typical of risk
analysis (e.g., low, medium, high). First, the concatenation of rare events
creates several levels of likelihood (rare, rarer than rare, etc.). Second, we
can define a threshold that has a probabilistic meaning. Even though, it is a
limited method compared to that discussed in Chapter 4. The purpose was
to design the most simple elicitation method viable for GIRA/CSIRA.

When it comes to risk evaluation, the recommended practice is to assess
the preferences and risk attitudes of the involved stakeholders. However,
this might not be possible during an incident (or secondary in a fast risk
analysis). As a decision problem, the purpose is to clarify what are the best
options to counter a risky situation. For complex risk scenarios, in which
risk managers have multiple combinations of responses (e.g., the portfolio
of Chapter 4), this could be an impractical and tedious task, and the best
option is to switch to preference elicitation as we do in Chapters 4 and 5.
However, in situations with a manageable number of alternatives, risk eval-
uation could be simplified to presenting the different scenarios to the stake-
holders, in terms of their risk objectives and for each of the responses.

The dynamic aspects of risk are also taken into account. Although we do
not provide dynamic models, we do emphasise the need to establish the
likelihoods for a period of time (harmonised if possible) and an expiration
time for the different assessments.

GIRA is at the same level of generality as the risk concepts in ISO 31000
or the incident concepts in IS0 22300. We explicitly discuss an example case
outside cybersecurity to demonstrate the generality of the model. CSIRA is
an adaptation of GIRA to cybersecurity incidents using the quick alternative
methods for elicitation and scenario selection discussed above. This means
that the adaptation was more focused on ease of implementation than on cy-
bersecurity concepts. Indeed, the map of potential ramifications of cyber in-
cidents can be thought of as an extension of the emphasis on multi-objective
risk analysis and the concept of dependent systems discussed in GIRA.
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Integration of adversarial risk analysis into cybersecurity

In the case of GIRA/CSIRA, we do not perform an explicit analysis of ad-
versarial threats, but we discuss how to integrate such elements. In general,
this information affects the threat presence node (i.e., the probability we as-
sign that the detected or perceived incident has been caused by a specific
threat actor) and the incident materialisation and consequence nodes (i.e.,
the probability we assign to an incident or consequence should a specific
threat actor represent the threat).

The framework for cybersecurity risk analysis (Chapter 4 further ad-
vances the literature in the field of adversarial risk analysis (ARA). The
modelling of the adversarial parts is based on recent developments in
ARA. However, the contribution of this chapter is the integration of the
adversarial analysis into an influence diagram that represents the cyberse-
curity risk management problem of an organisation, as seen in Sect. 2 of
Chapter 4. Additionally, the case study provides a detailed assessment pro-
cedure, which illustrates how to use our model for building a risk analysis
case. In this template, the risk analysis comprises adversarial threats mod-
elled under the ARA paradigm, non-intentional threats, impacts or costs
that the threats might cause, security and insurance portfolios that the or-
ganisation can implement to protect against the risks and any other relevant
security features that might affect risk (e.g., compliance, behaviour).

Integration of risk transfer/insurance into cybersecurity risk analysis

The risk analysis framework in Chapter 4 incorporates cyber insurance as
a component of the risk analysis, with its particularities (e.g., dependence
on the security portfolio, how the insurance policy affects the final monet-
ary impact of a cyber attack). This is one of the first chapters that integrates
cyber insurance into a cybersecurity risk analysis model for an organisa-
tion and, to our knowledge, the first that integrates adversarial threats and
cyber insurance (aspects that we found very relevant in cybersecurity risk
analysis).

We also introduced models for insurance companies in Chapter 6. In the
first one, the insurance company is deciding what reinsurance product ac-
quires, taking into account the different market segments the company is
insuring (e.g., SMEs, large business). In the second one, the insurance com-
pany is deciding whether they grant or not an insurance product to a poten-
tial customer.
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Integration of multi-objective decision-making into cybersecurity risk
analysis

As mentioned, many of the existing methods pay little attention to risk
evaluation. Moreover, this adds to the difficulty of comparing risks, given
the trade-off between commensurability and comparability (as discussed in
Chapter 2): A single objective (e.g., risk matrices) is easy to evaluate, but
using the same scale might present problems of incommensurability. On
the contrary, evaluating multiple objectives is less incommensurable but be-
comes a more difficult task.

In the case of GIRA, we explicitly define the objectives as synthesisers of
impacts over assets (Chapter 2). The risk evaluation is represented through
a general value node agnostic to the preference elicitation method. In our
Thesis, we used two elicitation methods: the simple scenario comparison of
CSIRA, and the elicited utility function of Chapter 4. In the CSIRA chapter,
we provide a conceptual map to classify the potential ramifications of cy-
bersecurity incidents taking into account the informational, physical and
psychological impacts as well as a broader stakeholder environment. These
might serve to elicit non-commensurable objectives such as, for example,
monetary, ethical/legal and human safety objectives.

When it comes to the Chapter 4 framework, we do not explicitly present
a case with multi-objective decision-making (all impacts are measured in
monetary terms). However, we briefly introduce in Sect. 2.1 a model in
which the utility depends on three cybersecurity attributes (availability, in-
tegrity and confidentiality). This represents a multi-attribute utility theory
problem. Additionally, the framework could be applied to cases with mul-
tiple attributes (e.g., monetary and reputation). In this case, the assessment
of preferences should be done with an elicitation method that takes into ac-
count this plurality of attributes.

To facilitate the implementation of our previous models, and cybesecur-
ity decision support in general, we propose a tree of cybersecurity objectives
(chapter 5), with the corresponding attributes to measure them. We take spe-
cial consideration when it comes to objectives that cannot be measured in
monetary terms: objectives related to reputation, physical or mental harm to
people, their rights or the natural environment. We provide a comprehens-
ive tree to facilitate the identification of the objectives and clarify possible
overlapping (e.g., between reputation and brand value). Although physical
harm is currently a ”potential risk”, we consider that such kind of object-
ives must be included, due to the emergence of cyber-physical systems. The
same for objectives related with personal rights. We provide attributes to in-
tegrate the non-monetary objectivies in multi-attribute utilities. We provide
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constructed tables with different levels of impact in these objectives based
on existing evaluation frameworks for the different objectives (e.g., personal
rights, occupational health). We also provide proxy attributes that correlate
with the objectives.

7.3 Future work

Chapters 4 to 6 are part of the EU’s H2020 research and innovation project
CYBECO4 to develop new tools for cybersecurity risk analysis. Finished in
April 2019, we shall publish our advancements in the project in upcoming
months. These include the following.

First, the development of a full decision support system. An initial al-
gorithm in R has been developed for the case in Chapter 4. Additionally,
the CYBECO project developed a software for risk analysis that contains
the model presented in Chapter 4 but applied to a use case defined in the
project, including the R alghoritm that calculate the optimal solution as wll
as relevant indicators such as expected impacts or probability of events.
Moreover, we are working on computational enhancements to facilitate the
calculation of information such as sensitivity analysis or the computational
implementation of large risk analysis models.

We also wrote a more detailed exposition of the risk analysis framework
steps in the first of the CYBECO deliverables5. Basically, we describe core
concepts in risk analysis, followed by the procedure for using our risk ana-
lysis models consisting of (1) definition of the risk analysis scope, (2) identi-
fication of the risk components like threats or assets, (3) problem structuring
using our models and (4) problem solving using our algorithms. Important
further work is developing materials for training people in the usage and
understanding of our framework.

Additional future work in cybersecurity involves the role of compli-
ance/regulation as a security control or objective and input from cyber in-
surance experts. It might include also the development of preference models
for cyber attackers or suggestions for cyber insurance product design.

These advancements could also be replicated or adapted to GIRA/CSIRA,
as they are simpler models representing simpler risk analysis problems. The
first one might be adapting the R algorithms to GIRA/CSIRA. Further ad-
vancements could involve the development of a software environment for

4 www.cybeco.eu
5 CYBECO D3.1 – Modelling framework for cybersecurity risk management
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GIRA/CSIRA, potentially based on Shiny, a platform for running web ap-
plications using R. Even a lightweight application based on JavaScript is
possible. GIRA/CSIRA do not need sophisticated data analysis model, and
its worth exploring its implementation as a javascript program in combin-
ation with html/css for the user interface - either as a web application or a
desktop application through a framework such as Electron.

Beyond advancements in the refinement of the models and their software
implementation, future work could also involve descriptive research about
cybersecurity. Most risk analysis remain internal and confidential within the
assessed organisations, especially in cybersecurity. However, there is suffi-
cient information available in the academic and industrial literature for the
development of publicly-available risk analysis that represent archetypical
cases of cybersecurity problems. For instance, it is possible to identify the
assets, threats, security controls and features of one or various archetypical
organisation (e.g., SME, technological startup) and perform a risk analysis,
with the support of cybersecurity and business experts that would provide
valuable information to regulators, cybersecurity companies or insurance
providers.
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