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3.8.1 The matrix Â and its associated operators T̂ and S . . . . . . . 73
3.8.2 The approximation lemmas . . . . . . . . . . . . . . . . . . . . 77
3.8.3 Proof of Lemma 3.8.4 . . . . . . . . . . . . . . . . . . . . . . . 78



vi

3.8.4 Proof of Lemma 3.8.5 . . . . . . . . . . . . . . . . . . . . . . . 87
3.8.5 Proof of Lemma 3.8.6 . . . . . . . . . . . . . . . . . . . . . . . 88

3.9 The continuous measure ν . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.10 The function h and the vector �eld Ψ . . . . . . . . . . . . . . . . . . 103
3.11 The variational argument . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.11.1 A pointwise inequality . . . . . . . . . . . . . . . . . . . . . . . 110
3.11.2 Proof of Proposition 3.11.1 . . . . . . . . . . . . . . . . . . . . 115

3.12 Proof of Theorem 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4 Single layer potentials and recti�ability for general measures 123

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.2 Preliminaries and notation . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.3 The existence of principal values . . . . . . . . . . . . . . . . . . . . . 133

4.3.1 Principal values for recti�able measures with compact support . 134
4.3.2 Principal values for measures with zero density . . . . . . . . . 136

4.4 The Main Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.5 The modi�cation of the matrix . . . . . . . . . . . . . . . . . . . . . . 141

4.5.1 The change of variable . . . . . . . . . . . . . . . . . . . . . . . 141
4.5.2 Reduction of the Main Lemma to the case A(0) = Id . . . . . . 142

4.6 A �rst localization lemma . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.7 The David and Mattila lattice associated with µ and its properties . . 148
4.8 The Key Lemma, the stopping time condition and a �rst modi�cation

of the measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
4.9 Periodization and smoothing of the measure . . . . . . . . . . . . . . 152
4.10 The localization of T̄ η . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.11 A pointwise inequality and the conclusion of the proof . . . . . . . . . 158

4.11.1 A maximum principle . . . . . . . . . . . . . . . . . . . . . . . 159
4.11.2 The conclusion of the proof of the Key Lemma . . . . . . . . . 168

4.12 The two-phase problem for the elliptic measure . . . . . . . . . . . . . 170

Bibliography 177



vii

Acknowledgements

I am deeply grateful to Xavier Tolsa and Joan Verdera for their patience, their guid-
ance and for sharing part of their vast knowledge with me. This thesis would have
not been possible without their advice.

I also want to thank Mihalis Mourgoglou for the many discussions we have had
and for encouraging me at every step of this journey.

A big part of the reason why I decided to study Harmonic Analysis is because, as
an undergraduate student in Padova, Paolo Ciatti introduced me to this �eld and has
always been a great guide to me; he has all my gratitude.

During the last year of my doctoral studies I had the chance to conduct a three-
months stay at the Department of Mathematics of the University of Missouri in
Columbia; I would like to express my gratitude to Steve Hofmann for his hospitality
and for having helped me to extend my mathematical horizons.

It has also been a pleasure for me to assist Laura Prat in her teaching and to
collaborate with her to the making of an article.

I want to thank all the people that I met here and that made these four years in
Barcelona a very pleasant time of my life: Alberto, Roberto, Claudia, Victor, Nuria,
Gemma, Carles, Marina, Walter, Alex, Clio, Camilla, the K106 apartment (Walter,
José and Felipe), Alicia, Lorenzo, Odí, Laura, Rafael, Jorge and Ana.

Not less important to me has been the support of the people that were physically
distant but close in the spirit: my family (my parents, Alessio, my grandmother, my
uncles Gianfranco, Carmela, Maria and Michele, and my cousin Giuseppe), Nicola,
Andrea, Fabio, Davide, Samuele, Riccardo, Chiara, Serena, Thomas, Eleonora and
Pier.





1

Introduction

Singular integral operators are an important object of study in Harmonic Analysis,
with applications that range from Geometric Measure Theory to Partial Di�erential
Equations.

The aim of this doctoral thesis is to investigate few questions of di�erent nature in
this very active �eld of research. The common interest of the problems we consider is
to extract information on the geometry of sets and measures in the euclidean space (the
regularity of a curve, the density of a measure, recti�abily and uniform recti�ability)
from analytic properties of associated singular integrals. We mostly deal with the
Cauchy integral, the Riesz transform, and the gradient of the single layer potential.

The body of the thesis consists of four chapters, each one based on a di�erent
article: [Pul18],[Pul19b],[PPT18] and [Pul19a] respectively. We decided to make each
chapter accessible independently at the cost of the repetition of some statements.

In the present introduction we provide some historical background, we motivate the
research and we state our main results. This preliminary discussion is complemented
by a more accurate and complete one in the �rst section of each chapter, where the
reader can also �nd further bibliographic references.

The background

Singular integrals. Given K ∈ Lp(R) and f ∈ Lq(R), 1 ≤ p, q ≤ ∞, the classical
Young's inequality for their convolution

K ∗ f(x) =

ˆ
K(x− y)f(y)dy (0.0.1)

reads
‖K ∗ f‖Lr(R) ≤ ‖K‖Lp(R)‖f‖Lq(R),

where 1
r = 1

p + 1
q − 1. Hence, in the presence of a kernel K that belongs to L1(R),

the integral (0.0.1) exists almost-everywhere and T : f 7→ K ∗f is a bounded operator
from Lp(R) to Lp(R).

The situation is more delicate in the absence of integrability for K. Let us consider
the prototypical case K(x) = (2πx)−1, x 6= 0, and observe that K is an odd function.
Given ε > 0 and a Schwartz function f , the integral

Hεf(x) :=
1

2π

ˆ
|x−y|>ε

f(y)

x− ydy

exists for all x and, moreover, one can prove that there exists almost everywhere the
limit

Hf(x) := lim
ε→0

Hεf(x) := p. v
1

2π

ˆ
f(y)

x− ydy.

The operator H is called Hilbert transform, Hε is its truncation at level ε and `p. v'
stands for principal value. This operator was introduced by David Hilbert in 1905
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and one of its early applications was found by by Marcel Riesz, who investigated its
relation with conjugate harmonic functions. For a more in-depth treatment of the
Hilbert transform we refer, for example, to [Gra08, Chapter 4].

Among the properties of the Hilbert transform, we highlight that, using the Fourier
transform, one can prove that it de�nes an isometry on L2(R), i.e.

‖Hf‖L2(R) = ‖f‖L2(R), (0.0.2)

and H2f = H(Hf) = −Id. Moreover, H de�nes a bounded liner operator from Lp(R)
to Lp(R), 1 < p <∞ and from L1(R) to the weak-L1 space L1,∞(R).

A systematic study of singular integrals was started by Alberto Calderón and An-
toni Zygmund in their milestone article [CZ52]. They considered convolution operators
of the form

Tεf(x) =

ˆ
|x−y|>ε

Ω(x− y)

|x− y|n f(y)dy, ε > 0,

Ω: Rn\{0} → R being an homogeneous function of degree 0 with null integral average
on the unit sphere Sn−1 and having the regularity property

|Ω(x1)− Ω(x2)| ≤ ω(|x1 − x2|),

for some increasing function ω : [0, 1]→ R, ω(t) ≥ t, with the Dini-type regularity

ˆ 1

0
ω(t)

dt

t
<∞.

They introduced a decomposition technique for Lp functions, now commonly referred
to as Calderón-Zygmund decomposition, which they used to prove that Tε de�nes
a bounded operator from Lp(Rn) to Lp(Rn), 1 < p < ∞ with operator norm not
depending on ε. We remark that they also proved the existence of principal values
for this class of operators and they motivated their study presenting an application to
the �rst derivatives of the Newton potential of a single layer associated with a planar
mass distribution.

In this thesis we consider singular integral operators of the type

Tµf(x) =

ˆ
K(x, y)f(y)dµ(y),

µ being a Radon measure on the Euclidean space and where the previous writing
has to be understood in a proper sense. These operators will not necessarily be of
convolution type, but they have standard kernels: K is a (possibly vector-valued)
function on Rn × Rn \ {(x, y) : x = y} such that there exist 0 < α ≤ 1 and C ≥ 0 for
which

|K(x, y)| ≤ C

|x− y|n
and

|K(x1, y)−K(x2, y)|+ |K(y, x1)−K(y, x2)| ≤ C |x1 − x2|α
|x− y|n+α

, for |x1−x2| <
1

2
|x−y|.

For some of the operators we consider, the previous relations hold just locally (see
Chapter 3, Section 2). We also say that a function K with the size and regularity
conditions above is a Calderón-Zygmund kernel. These kernels are very general and
the existence of principal values is a delicate question in this framework. For this
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reason, the operator Tµ is said to be bounded on Lp(µ) if there exists a constant
C > 0 such that the truncates at level ε > 0

Tµ,εf(x) =

ˆ
|x−y|>ε

K(x, y)f(y)dµ(y) (0.0.3)

are bounded on Lp(µ) with constant C not depending on ε, i.e.

‖Tµ,εf‖Lp(µ) ≤ C‖f‖Lp(µ). (0.0.4)

Bounds of the type (0.0.4) �rst appeared in the work of Riesz on the Hilbert transform
[Rie27].

Calderón-Zygmund kernels constitute a wide class and the L2-boundedness of
the associated operators is in general not guaranteed, not even in the case µ is the
Lebesgue measure. The study of criteria to determine their boundedness constitutes
an interesting �eld of research; we mention the T1 and Tb-theorems, for which we
refer to the survey [Hof10].

In the presence of a doubling measure µ, i.e. a measure such that

µ
(
B(x, 2r)

)
≤ Cµ

(
B(x, r)

)
, for some C > 0,

which satis�es the growth condition

µ
(
B(x, r)

)
≤ Crn, x ∈ Rn, r > 0 (0.0.5)

for some positive constant C, the L2(µ)-boundedness of Tµ implies that the operator is
also bounded on Lp(µ) for 1 < p <∞ and from L1(µ) to L1,∞(µ). Calderón-Zygmund
theory has also been investigated in the context of non-doubling measures, motivated
by the applications to analytic capacity and related topics. For more details we refer
to the book by Xavier Tolsa [Tol14]. The condition (0.0.5) is necessary for the L2-
boundedness of an ample class of singular integral operators (see [Dav91, Proposition
1.4]). Another object which is interesting for applications and that is used in the
present manuscript is the maximal singular integral

Tµ,∗f(x) = sup
ε>0
|Tµ,εf(x)|.

The study of the boundedness of this operator is closely related to that of the L2-
boundedness of Tµ: for Tµ bounded on L2(µ), if (0.0.5) holds and Tµf is de�ned in
a proper principal value or weak limit sense, Cotlar's inequality provides the almost
everywhere pointwise bound

Tµ,∗f(x) ≤ CM(Tµf)(x) + CMf(x), (0.0.6)

M denoting the Hardy-Littlewood maximal function

Mf(x) = sup
r>0

1

µ
(
B(x, r)

) ˆ
B(x,r)

|f |dµ.

For more details, see [Tol14, Theorem 2.18].

Singular integrals and recti�ability The interest of singular integral operators
goes even beyond Harmonic Analysis. As in the case of the Hilbert transform and
of the operators in (0.0.2) considered by Calderón and Zygmund, the boundedness
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of singular integrals is naturally linked to a cancellation property of the positive and
negative parts of the kernel close to its singularities. To have this cancellation for
an (appropriate) operator Tµ, some degree of �atness for the measure µ is typically
necessary.

The pioneering result in the investigation of the geometry of measures via sin-
gular integrals was the proof by Calderón [Cal77] of the boundedness of the Cauchy
transform, which is a convolution operator with kernel K(z) = z−1 for z ∈ C, on Lip-
schitz graphs with small Lipschitz constant. Few years later, Ronald Coifmann, Alan
McIntosh and Yves Meyer [CMM82] achieved the same result without the smallness
assumpion.

Lipschitz graphs constitute a particularly relevant case because they are the build-
ing blocks for the measure-theoretic analogue of di�erentiable manifolds. A set E ⊂
Rn is called d-recti�able if there exists a countable collection of possibly rotated Lip-
schitz d-graphs {Γj}j such that

Hd
(
E ∩

⋃
j

Γj

)
= 0.

Again, a Radon measure µ is d-recti�able if it vanishes outside a d-recti�able set F
and it is absolutelly continuous with respect to Hd|F .

Many characterizatization of recti�able sets are available in the literature; see, for
example, the book by Pertti Mattila [Mat95].

Due to its qualitative nature, recti�ability is a too weak notion to develop a con-
sistent theory of singular integrals. For example, when E is a curve, the growth
condition (0.0.5) for µ = H1|E is both necessary and su�cient for the boundedness of
the associated Cauchy transform (see [Dav84]). On the other side, the prototypical
example of a set with Hausdor� dimension 1 and whose respective Cauchy transform
is not bounded on L2 can be found in John Garnett's quarter Cantor set. This is
an example of a purely unrecti�able set: a set E is called purely d-unrecti�able if
Hd(F ∩ E) = 0 for every d-recti�able set F .

A quantitative study of recti�ability in connection with singular integrals was
initiated by Guy David in [Dav84] and [Dav88] and further developed, among other
works, by David together with Stephen Semmes in [DS91] and [DS93].

A measure µ in Rd is called n-Ahlfors-David regular (also abbreviated n-AD-
regular or just AD-regular when n is clear from the context) if there exists some
constant C > 0 such that

C−1rn ≤ µ(B(x, r)) ≤ C rn for all x ∈ supp(µ) and 0 < r ≤ diam(supp(µ)).

A set E ⊂ Rd is n-AD-regular if the measure Hn|E is n-AD-regular.
The set E is called uniformly n-recti�able if it is n-AD-regular and there exist

θ,M > 0 such that for all x ∈ E and all r > 0 there is a Lipschitz mapping g from
the ball Bn(0, r) in Rn to Rd with Lip(g) ≤M such that

Hn
(
E ∩B(x, r) ∩ g

(
Bn(0, r)

))
≥ θrn.

A measure µ is called uniformly n-recti�able if it is n-AD-regular and its support is
a uniformly n-recti�able set. Roughly speaking, a set is uniformly recti�able if it can
be covered in a signi�cative amount by Lipschitz images (with controlled Lipschitz
constant) at all scales.
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David and Semmes (see [Dav84] and [DS91]) proved that, under the background
assumption of AD-regularity, a set E is uniformly recti�able if and only if all its
associated singular integral operators of convolution type with odd kernel K(·) that
satis�es the regularity condition

|∇jK(x)| ≤ C|x|−d−j , for all j = 0, 1, 2, · · · and x 6= 0 (0.0.7)

are bounded on L2(Hn|E). Hence, a control on a wide enough class of singular integrals
detects recti�ability. It is legitimate to ask, at this point, if and up to which extent this
class is superabundant. For example, are the n components of the d-Riesz transform

Rµf(x) =

ˆ
x− y
|x− y|d+1

f(y)dµ(y), (0.0.8)

the latter expression to be interpreted formally, enough to control uniform d-recti�ability?
Weather the L2-boundedness of the Riesz transform implies uniform recti�ability is a
challenging problem that attracted the interest of the experts since the 90's and it is
often referred to as the David and Semmes problem.

The solution to this question is known (and a�rmative) in the cases d = 1, thanks
to the work of Pertti Mattila, Mark Melnikov and Joan Verdera [MMV96], and d =
n− 1, by the work of Fedor Nazarov, Xavier Tolsa and Alexander Volberg [NTV14a].
The intermediate cases are still open. The one-dimensional case was solved via the
study of the so-called Menger curvature; this argument has the advantage of being
elegant and direct. However, it is not applicable to the higher dimensional case and
the proof in [NTV14a] required a study of the �ne structure of the measure and a
variational argument inspired by potential theory, previously used in this context also
in [ENV14]. One of the main obstructions to the application of the codimension-one
methods to the general case is the absence of an adequate substitute of the maximum
principle, which plays a crucial role in the proof. Using their result and a covering
argument inspired by the work of Hervé Pajot [Paj02], Nazarov, Tolsa and Volberg
also proved what follows.

Theorem ([NTV14b]). Let E ⊂ Rn be a set with Hn(E) <∞. If RHn−1|E is bounded
on L2(Hn−1|E), then E is (n− 1)-recti�able.

This theorem is the higher dimensional analogue of a previous result by David and
Jean-Christophe Léger for n = 2 (see [Lég99]).

On the plane, the boundedness of operators associated to other classes of kernels
is known to imply uniform recti�ability; for more details on this topic, we refer to
[CMT] and the references therein.

Harmonic measure. Considering a domain Ω ⊂ Rn which is regular for the Dirich-
let problem, every function f ∈ C0(∂Ω) has an extension uf to Ω which is harmonic.
Moreover, �xing p ∈ Ω, which is called pole, an application of the Riesz representation
theorem ensures the existence of a Radon measure ωp on the boundary of the domain
such that

uf (p) =

ˆ
f(y) dωp(y).

By the maximum principle, the choice f ≡ 1 shows that ωp is a probability measure.
Harmonic measure with pole at p can also be interpreted as the probability that a
particle, initially positioned at p and moving according to a Brownian motion, �rst
exits Ω through the prescribed part of the boundary. This probabilistic point of view
was proposed by Shizuo Kakutani in the 40's.
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One of the earliest geometric results on harmonic measure dates back to the work
of F. and M. Riesz [RR20], who proved that harmonic measure is mutually absolutelly
continuous with respect to the arc-length if Ω ⊂ R2 is simply connected and ∂Ω has
�nite length. Christopher Bishop and Peter Jones showed in [BJ90] that this results
can be localized to a portion of the boundary and, in addition, that the topology of
the domain is crucial for this result to hold: mutual absolute continuity may fail if
the domain is not simply connected. For other counterexamples see also [Wu86] and
[Zie74].

A vast literature is available also on the investigation of the converse direction.
The recent article by Jonas Azzam, Steve Hofmann, José María Martell, Svitlana
Mayboroda, Mihalis Mourgoglou, Xavier Tolsa and Alexander Volberg [Azz+16b]
proves the conjecture of Bishop (see [Bis92]) that if the harmonic measure is mutually
absolutelly continuous with respect to the Hausdor� measure on E ⊂ ∂Ω, then there
exists a recti�able set F ⊂ E such that ωp(E \ F ) = 0. This work is based on
the solution of the David-Semmes problem by Nazarov, Tolsa and Volberg in the
codimension 1 case. The link of the Riesz transform with the harmonic measure is
evident in the relation

cn∇xGΩ(x, p) = ∇Θ(x− p) +Rωp1(x), (0.0.9)

where cn is a dimensional constant, GΩ is the Green function of the domain and Θ
stands for the fundamental solution of the laplacian.

Related results can be found in [HM01] and [HMU14]. Among the books on
harmonic measure, we highlight John Garnett and Donald Marshall's monograph
[GM08].

Bishop also proposed the following other problem on harmonic measure and recti-
�ability: if two domains are such that the respective harmonic measures (with poles in
each domain) are mutually absolutely continuous in some subset of a common portion
of their boundaries, can that region be covered by a recti�able set, possibly leaving
out subsets which are negligible for the harmonic measure? This is a free boundary
problem. Bishop's question was answered positively in its full generality by Azzam,
Mourgoglou, Tolsa and Volberg in [Azz+16d] where the authors, inspired by the tech-
niques in [KPT09] studied the blowups at the points of mutual absolute continuity
of the harmonic measures. Their work is based on the previous results in [AMT17b],
where the problem is solved under a non-degeneracy assumption on the boundary of
the domain called capacity-density-condition.

A study of triple points for harmonic measure can be found in Boris Tsirelson's
article [Tsi97] (see also [TV18a]).

The organization of the manuscript

The �rst two chapters explore what geometric informations are nested into general
properties of Calderón-Zygmund operators which, in the case we consider, will mostly
be the Cauchy transform.

Chapter 1 focuses on Cotlar's inequality (0.0.6) for the Cauchy integral. More
precisely, we chose to work in the framework of a remarkable variant that appeared
in the works [MOV11] and [Mat+10].

In particular, the second article proves that if we have a kernel of the form K(x) =
P (x)/|x|n+d, P being an odd homogeneous polynomial of degree d, and we consider
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the odd higher order Riesz transform

Tf(x) =

ˆ
K(x− y)f(y)dy,

the summand Mf on the right hand side of (0.0.6) is not necessary if we dominate
the maximal Riesz transform by the second order iteration of the Hardy-Littlewood
maximal function. Namely,

T∗f(x) ≤ CM2(Tf)(x), x ∈ Rn. (0.0.10)

The natural question at this point is, in the spirit of Calderón's work, weather this
inequality generalizes to recti�able curves. This would make it possible to try to use
it in relation with uniform recti�ability. Daniel Girela-Sarrión provided a negative
answer to this question also in the case of the Cauchy transform on a Lipschitz graph
(see [Gir13]): it su�ces to be in the presence of a corner singuarity on the graph Γ
for the pointwise bound

C∗f(x) ≤ CM2(Cf)(x) (0.0.11)

to fail.
However, on the positive side, Girela-Sarrión proved that (0.0.10) holds if Γ is a

closed C1 curve with the additional regularity hypothesis that the modulus of con-
tinuity ω(z, δ) of the unit tangent vector to the curve at z satis�es the logarithmic
condition

ω(z, δ) ≤ C 1

| log δ| (0.0.12)

for z ∈ Γ and δ small enough and C > 0. In particular, (0.0.11) is veri�ed if Γ
is a C1,α curve, 0 < α < 1. The question we want to investigate, at this point, is
how to characterize Jordan curves which present this improved Cotlar's inequality. In
particular, it was not clear if the inequality (0.0.10) for the Cauchy transform implies
the existence of tangents at every point of the curve.

To answer this question we �rst have to drop the C1 assumption for Γ and to work
in the slightly more general framework of chord-arc curves, i.e. of recti�able Jordan
curves such that for some constant C > 0

`(z1, z2) ≤ C|z1 − z2|, z1, z2 ∈ Γ,

where `(z1, z2) indicates the shortest arc of Γ joining the two points. This condition
corresponds to impose that the curve has bounded turning. We also �nd natural for
our problem to ask that Γ does not present angles at small scales, since Girela-Sarrión
showed that corners prevent (0.0.6) to hold. For this reason we assume that the curves
under study are asymptotically conformal : for every δ > 0 there exists ε > 0 such
that whenever z1, z2 ∈ Γ are such that |z1 − z2| < ε, then

|z1 − z|+ |z2 − z| ≤ (1 + δ)|z1 − z2| (0.0.13)

for z belonging to the shortest arc of Γ connecting z1 and z2. This condition serves
to our scope also because asymptotic conformality does not imply that the curve is
C1. The main result of the chapter is the following.

Theorem. Let Γ be a closed asymptotically conformal chord-arc curve, let γ : R→ C
be a periodic bilipschitz parametrization of Γ with period T and let C be the Cauchy
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Integral on Γ, i.e.

Cf(z) = lim
ε→0

1

πi

ˆ
Γ\γ({τ : |τ−t|<ε})

1

w − z f(w) dw, z ∈ Γ.

Then the estimate

C∗f(z) ≤ CM2(Cf)(z), z ∈ Γ, f ∈ L2(Γ, µ),

holds if and only if there exists C > 0 such that∣∣γ(x+ ε) + γ(x− ε)− 2γ(x)
∣∣ ≤ C ε

| log ε| , (0.0.14)

for each ε satisfying 0 < ε < T and for each x ∈ R.

Observe that the previous statement includes the condition (0.0.14) on γ, that can
be interpreted as a second order �nite di�erence analogue of (0.0.12). Furthermore,
it may be thought as a control of the curvature of Γ. The exposition would not be
complete without an example that shows the applicability of this result. We were
able to encounter an example of a curve for which (0.0.14) holds but which is not
di�erentiable at a point and which, in this way, provides a better understanding of
(0.0.6). In particular, this curve shows that logarithmic spiralings of the curve are
critical and that a faster winding does not agree with the improved Cotlar's inequality.
The correct identi�cation of the principal branch of the complex logarithm to use in
our setting requires a detailed discussion.

Many results have been produced about geometric conditions for the boundedness
of singular integrals. In Chapter 2 we analyze which are the properties of a meausure
µ on C that determine when the Cauchy transform, formally given by the expression

Cµf(z) =

ˆ
f(w)

z − w dµ(w), z ∈ C,

de�nes a linear operator which is compact. First, we have to clarify what we mean by
compactness in our singular integral context. A reasonable request is that a Cauchy
transform which is compact on L2(µ) should also be bounded on the same space.
Under this assumption it is known that the principal values of this operator exist
(see [Tol98]), so we understand that the Cauchy transform is compact on L2(µ) if
it is bounded and the principal value operator is compact on L2(µ). We start the
investigation from two toy models: the 1-dimensional Hausdor� measure on an interval
on the line and the Lebesgue measure on a planar disk. It is possible to give a direct
proof that the Cauchy transform of the disk is compact on L2, contrarily to what
happens in the case of an interval. Those proofs also suggest that the (upper) density

Θ∗µ(z) := lim sup
`(Q)→0

µ(Q)

`(Q)
, (0.0.15)

Q ranging on the cubes centered at z, plays a central role in the determination of the
compactness of Cµ. The next statement involves also the notion of Menger curvature
c(µ)

c(µ)2 :=

˚
1

R(x, y, z)2
dµ(x)dµ(y)dµ(z)

and R(x, y, z) indicates the radius of the circunference passing through the three
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points. We were able to characterize the compactness of the Cauchy transform as
follows.

Theorem. Let µ be a compactly supported positive Radon measure on C without
atoms. The following conditions are equivalent:
(a) Cµ is compact from L2(µ) to L2(µ).
(b) the two following properties hold:

(1) Θ∗µ(z) = 0 uniformly, which means that the limit in (0.0.15) is 0 uniformly
in z ∈ C.

(2) c2(µ|Q)/µ(Q) → 0 as `(Q) → 0, where µ|Q stands for the restriction of µ
to the cube Q.

(c) the truncated operators Cε,µ converge as ε→ 0 in the operator norm of the space
of bounded linear operators from L2(µ) to L2(µ).

We remark that few other researches (of di�erent nature) on the compactness of
singular integrals have been recently conducted by Paco Villarroya (see e.g. [Vil15]).

The two remaining chapters deal with the investigation of elliptic equivalents of
the recent important results for the Riesz transform and recti�ability of harmonic
measure. Codimension 1 plays a central role, so we �nd it convenient to denote by
Rn+1 the ambient space.

Both the David-Semmes problem and Bishop's questions on harmonic measure
have a natural elliptic formulation. Let A(·) be an (n+ 1)× (n+ 1) uniformly elliptic
matrix with essentially bounded real coe�cients and let EA(x, y) be the fundamental
solution of the partial di�erential equation

LAu = div
(
A(·)∇u

)
= 0

in Rn+1. The fundamental solution can be constructed under this hypothesis (see
[HK07], which extends the classical techniques of [GW82]). Let µ be a compactly
supported n-AD-regular measure in Rn+1 and consider the associated operator for-
mally de�ned as

Tµf(x) =

ˆ
∇xEA(x, y) f(y) dµ(y).

The operator Tµ is commonly referred to as a gradient of the single layer potential
and in the case A ≡ Id coincides with the Riesz transform (modulo a multiplicative
dimensional constant). Imposing the further hypothesis of Hölder continuity on the
coe�cients of the matrix A, ∇xE(x, y) presents (locally) the properties of a Calderón-
Zygmund kernel (see [CMT19, Section 2]). Under the Hölder continuity assumption
for A, José Conde-Alonso, Mihalis Mourgoglou and Xavier Tolsa �rst proved that the
gradient of the single layer potential is bounded on uniformly recti�able sets, then they
proved that Tµ is not bounded on L2(µ) if the measure is totally lower irregular. This
is an elliptic extension of the main result in [ENV14], which inspired some techniques
used in [NTV14a]. Even though several other essential di�culties appear, the link
of this scenario with the Riesz transform one is evident: a crucial component of the
proof in [CMT19] is to compare the gradient of the fundamental solution at (x, y) to
the analogous object for the matrix with constant coe�cients A(x), which behaves as
the Riesz transform under an a�ne transformation (depending on x).

In Chapter 3 , which is the result of a joint work with Laura Prat and Xavier
Tolsa, we show that if A is Hölder continuous and uniformly elliptic, µ is an n-AD
regular measure on Rn+1 with compact support and Tµ is bounded in L2(µ), then
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µ is uniformly n-recti�able. This extends the solution of the codimension 1 David-
Semmes problem for the Riesz transform to the gradient of the single layer potential.
The compactness assumption for suppµ is a direct consequence of the lack of scale
invariance for the Hölder space and it cannot be dropped in the statement without
asking for more properties for the matrix A.

The general scheme of the proof resembles that of [NTV14a] which in turns consists
of proving that the BAUP condition holds. This criterion asserts that an AD-regular
measure is uniformly recti�ability if and only if the (adapted) cubes of a dyadic-type
lattice Dµ built on the support of µ, which is often called David and Semmes lattice,
that are not bilaterally approximable by a union of planes satisfy the Carleson measure
condition ∑

P⊂Q,P non-BAUP

µ(P ) ≤ Cµ(Q)

for every Q ∈ Dµ.
However, new di�culties appear because of the di�erent context: in general, the

gradient of the fundamental solution does not present the properties of the Riesz
transform of being symmetric and homogeneous. This makes an approximation argu-
ment for the measure signi�cantly more delicate: we introduced a re�ection argument
for the matrix A at the scale of a properly chosen �at portion of the measure.

Combining our result with that of Conde-Alonso, Mourgoglou and Tolsa and argu-
ing as in [NTV14b] we can prove that given E ⊂ Rn+1 with �nite Hausdor� measure
Hn, if THn|E is bounded in L2(Hn|E), then E is n-recti�able.

Following the methods of [Azz+16b], this has a direct application to elliptic mea-
sure, which is the elliptic analogue of harmonic measure. The existence of the elliptic
measure for Wiener regular domains (i.e. regular for the Dirichlet problem) follows
from the Riesz representation theorem and the work of Littman, Stampacchia and
Weinberger [LSW63] on generalized solutions of the Dirichlet problem for equations
in divergence form with bounded measurable coe�cients.

De�nition (Elliptic measure). Let Ω ⊂ Rn+1 be a Wiener regular domain and let
LA = div(A∇·) be a uniformly elliptic operator with bounded measurable coe�cients.
Given p ∈ Ω, the elliptic measure associated with LA and with pole at p is the
probability measure ωpLA on ∂Ω such that for every f ∈ C(∂Ω)

uf (p) =

ˆ
f(y)dωpLA(y),

uf denoting the generalized solution of the Dirichlet problem with data f in the sense
of [LSW63].

The elliptic measure is linked to the gradient of the single layer potential by a
formula of the same type of (0.0.9), namely

∇xGΩ(x, p) = cn∇xE(x, p) + Tωp1(x),

where cn is a dimensional constant and GΩ denotes the Green's funtion associated
with LA and Ω.

We show that, under the Hölder continuity assumption for A, if the elliptic measure
is absolutelly continuous with respect to surface measure, then it is recti�able.

This is consistent with the recti�ability result for harmonic measure in [Azz+16b].
In this case the elliptic setting does not bring crucial di�culties to the proof, which is
a variation (once the recti�ability result in terms of Tµ is known) of that in the case
of the harmonic measure.
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Chapter 4 may be regarded as a continuation of the program started in the pre-
vious chapter. The main result is a local quantitative uniform recti�ability criterion
for measures which are not AD-regular that is formulated in terms of the gradient of
the single layer potential operator. Broadly speaking the theorem asserts that given
a measure µ, there is a scale with the following feature: if we know that the measure
is very �at at that scale and the L2(µ)-mean oscillation of Tµ1 is small, then a big
portion of µ can be covered (at that level) by a uniformly n-recti�able set. Both
the �atness, quanti�ed via Jones' β-numbers, and the oscillation of the gradient of
the layer potential depend on proper densities of µ together with the L2(µ)-operator
norm of Tµ at the level of the scale. Due to its technicality, we prefer to postpone the
precise statement of our theorem to the �rst section of Chapter 4.

This result generalizes the previous study [GT18] by Girela-Sarrión and Tolsa,
who worked with the Riesz transform. It can be interpreted as an higher-dimensional
analogue of the theorem of David and Léger (see [Lég99]), who formulated a rec�ability
criterion which involves the Menger curvature of µ. Here, the role of the curvature is
assumed by the oscillation of the potential.

This investigation is motivated also by the relevant applications of [GT18] to
harmonic measure. Indeed, their result was crucial to fully solve in [AMT17b] and
[Azz+16d] the two-phase problem proposed by Bishop. At the end of the manuscript
we outline the proof of the following analogue for the elliptic measure associated with
an operator in divergence form de�ned by a Hölder continuous matrix.

Theorem. Let n ≥ 2 and let A be a Hölder continuous uniformly elliptic matrix. Let
Ω1,Ω2 ⊂ Rn+1 be two Wiener-regular domains and, for pi ∈ Ωi, i ∈ {1, 2}, let ωpii be
the respective elliptic measures in Ωi associated with LA and with pole pi. Suppose that
E is a Borel set such that ωp1

1 |E � ωp2
2 |E � ωp1

1 |E . Then there exists an n-recti�able
set F ⊂ E with ωp1

1 (E \ F ) = 0 such that ωp1
1 |F and ωp2

2 |F are mutually absolutely
continuous with respect to Hn|F .

The proof is an adaptation of that of [Azz+16d], which in turns uses a blow-up
method at the points of mutual absolute continuity of the two elliptic measures. A
detailed analysis of the blowup for elliptic measures which serves to our scopes was
conducted in [AM17].

For the proof of the quantitative recti�ability theorem we follow the same strategy
of that of [GT18]. However, as is Chapter 3, the nature of the gradient of the single
layer potential brings some di�culties which make the application of the variational
argument more delicate. This requires a change of variable arguments, together with
an elliptic homogenization technique to estimate the fundamental solution at large
scales.
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Some notation and abbreviations

A . B there exists C > 0 (possibly depending on
�xed parameters) such that A ≤ CB

A & B B . A
A ≈ B A . B and B . A
B(x, r) open ball of center x and radius r
r(B) radius of the ball B
A(x, r,R) open annulus centered at x with inner radius r

and outer radius R
Sn−1 unit sphere in Rn
dist(x,E) distance of the point x from the set E
distH(·, ·) Hausdor� distance between two sets
`(Q) side length of the cube Q
Ln Lebesgue measure on Rn´
f(x)dx

´
f(x)dLn(x)

Lp(µ) Lebesque spaces associated with the measure µ on Rn
Lp(Rn), ‖ · ‖p Lebesque spaces associated with Ln and its norm
BMO space of functions with bounded mean oscillation
Cα space of α-Hölder continuous functions
Lip space of Lipschitz functions

H Hilbert transform
Cµ Cauchy transform associated with the measure µ
Cµ,ε ε truncation of the Cauchy transform
Rnµ, Rµ (n-)Riesz transform associated with the measure µ

Rµ,ε ε truncation of the Riesz transform
Tµ, Tµ,ε gradient of the single layer potential and its truncation
Cµ,∗, Rµ,∗, Tµ,∗ maximal singular integrals

Hd d-dimesional Hausdor� measure
µ|E restriction of the measure µ on Rn to the set E ⊆ Rn
φ]µ image measure of µ via φ
mµ,E(f) integral average

´
E f dµ

M,Mµ Hardy-Littlewood maximal function
Θn,∗
µ (x), Θ∗µ(x) (n-)upper density of µ at x

Θn
µ,∗(x), Θµ,∗(x) (n-)lower density of µ at x

Θn
µ(x), Θµ(x) (n-)density of µ at x

cµ(·), c(µ) Menger curvature of µ
n-AD-regular n-Ahlfors-David-regular
BAUP Bilateral Approximation by a Union of Planes
βµ, βµ,1 β-numbers of Jones
αµ α-number of Tolsa
Dµ David-Semmes (Chapter 3) or David-Mattila (Chapter 4)

lattice associated with the measure µ
xQ, `(Q) center and side length of Q ∈ Dµ
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LA operator in divergence form associated with the matrix A
Θ(x, y;A0) fundamental solution to LA0 , A0 being an elliptic matrix

= Θ(x− y;A0) with constant coe�cients
EA(·, ·), E(·, ·) fundamental solution to LA, A being a uniformly elliptic matrix

with possibly variable coe�cients
∇1E(·, ·) gradient of E with respect to the �rst variable
∇2E(·, ·) gradient of E with respect to the second variable
ωp, ωpLA harmonic/elliptic measure with pole at p
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Chapter 1

Estimates for the maximal Cauchy

Integral on chord-arc curves

1.1 Introduction

Consider a homogeneous smooth Calderón-Zygmund operator in Rn

Tf(x) = p. v.

ˆ
f(x− y)K(y) dy ≡ lim

ε→0
Tεf(x), x ∈ Rn,

where Tε is the truncation at level ε de�ned by

Tεf(x) =

ˆ
|y|>ε

f(x− y)K(y) dy, x ∈ Rn,

and f is in Lp(Rn), 1 ≤ p < ∞. Here the kernel K is of class C∞ o� the origin,
homogeneous of order −n and with zero integral on the unit sphere

{x ∈ Rn : |x| = 1}.

Let T∗ be the maximal singular integral

T∗f(x) = sup
ε>0
|Tεf(x)|, x ∈ Rn.

A classical fact relating T∗ and the standard Hardy-Littlewood maximal operator
M is Cotlar's inequality, which reads

T∗f(x) ≤ C
(
M(Tf)(x) +Mf(x)

)
, x ∈ Rn. (1.1.1)

Combining this with the Lp estimates ‖Tf‖p ≤ C ‖f‖p and ‖Mf‖p ≤ C ‖f‖p, 1 <
p <∞ one gets ‖T∗f‖p ≤ C ‖f‖p, 1 < p <∞.

It was discovered in [MOV11] that if T is an even higher order Riesz transform,
that is, if K(x) = P (x)/|x|n+d, with P an even homogeneous polynomial of degree d,
then one can get rid of the second term in the right hand side of (1.1.1), namely,

T∗f(x) ≤ CM(Tf)(x), x ∈ Rn. (1.1.2)

Hence ‖T∗f‖p ≤ C ‖Tf‖p, 1 < p < ∞, in this case. However, if T is an odd higher
order Riesz transform, then (1.1.2) may fail and the right substitute turns out to be
(see [Mat+10])

T∗f(x) ≤ CM2(Tf)(x), x ∈ Rn, (1.1.3)

where M2 stands for the iteration of M .
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Inequalities of the type (1.1.2) and (1.1.3) were �rst considered in relation to
the David-Semmes problem (see [MOV11],[Mat+10] and [Ver11]) and later on were
studied in the context of the Cauchy singular integral on Lipschitz graphs and C1

curves by Girela-Sarríón in [Gir13]. Let Γ be either a Lipschitz graph or a closed
chord-arc curve in the plane, let T be the Cauchy Singular Integral andM the Hardy-
Littlewood maximal operator, both with respect to the arc-length measure, and let
T∗ be the maximal Cauchy Integral. Precise de�nitions will be given below. Girela-
Sarrión showed in [Gir13] that the presence at a point z of the curve of a non-zero
angle prevents (1.1.3), with x replaced by z, to hold. This agrees with the intuition
that (1.1.3) should help in �nding tangent lines, but suggests that it is a condition
de�netely stronger than the mere existence of tangents. It was also shown in [Gir13]
that if Γ is a closed C1 curve with the property that the modulus of continuity ω(z, δ)
of the unit tangent vector satis�es

ω(z, δ) ≤ C 1

log(1
δ )
, z ∈ Γ, δ < 1/2, (1.1.4)

then (1.1.3) holds with x ∈ Rn replaced by z ∈ Γ. Observe that condition (1.1.4)
quanti�es the absence of corners in a curve for which (1.1.3) holds. In this chapter we
study the validity of inequality (1.1.3) in the context of chord-arc curves. A chord-arc
curve is a recti�able Jordan curve Γ in the plane with the property that there exists
a positive constant C such that, given any two points z1, z2 ∈ Γ one has

`(z1, z2) ≤ C |z1 − z2|,

where `(z1, z2) is the length of the shortest arc in Γ joining z1 and z2. Equivalently
Γ is a bilipschitz image of the unit circle (see [Pom92], Theorem 7.9). Then Γ can be
parametrized by a periodic function γ : R → Γ of period T satisfying the bilipschitz
condition

1

L
|x− y| ≤ |γ(x)− γ(y)| ≤ L |x− y|, x, y ∈ R, |x− y| ≤ T

2
, (1.1.5)

for some positive constant L. We say, by slightly abusing language, that γ is a
bilipschitz parametrization of Γ. One can take, for instance, the T -periodic extension
of the arc-length parametrization of Γ with T being the length of Γ.

One can easily de�ne the maximal Hardy-Littlewood operator and the Cauchy
Integral on a chord-arc curve. Given z ∈ Γ let t ∈ R be such that z = γ(t). Set

Γz,r := γ({τ : |τ − t| < r}).

One should look at Γz,r as �balls� of radius r centered at z adapted to the parametriza-
tion γ. Indeed, owing to the bilipschitz condition (1.1.5), each Γz,r contains and is
contained in a disc in Γ of radius comparable to r, for r < T. It will be more convenient
to work with Γz,r than with the euclidean discs D(z, r) ∩ Γ, where D(z, r) stands for
the planar disc of center z and radius r.

Denote by µ the arc-length measure on Γ. For f ∈ L1(Γ, µ) and z ∈ Γ, we de�ne
the Hardy-Littlewood maximal function on the curve Γ as

Mf(z) := sup
r>0

1

µ(Γz,r)

ˆ
Γz,r

|f |dµ.
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The Cauchy Integral is de�ned as

Cf(z) = p. v.
1

π i

ˆ
Γ

1

w − z f(w) dw ≡ lim
ε→0
Cεf(z), z ∈ Γ,

where

Cεf(z) =
1

πi

ˆ
Γ\Γz,ε

f(w)

w − z dw

is the truncated Cauchy Integral at level ε. The maximal Cauchy Integral is

C∗f(z) := sup
ε>0

∣∣Cεf(z)
∣∣.

We remark that this de�nition of Cauchy Integral is slightly di�erent from that of
Cauchy transform used in the next chapter of the manuscript. In particular, in Chap-
ter 2 we truncate with respect to standard euclidean balls. We hope that, being the
other context more measure-theoretic, this will not cause confusion in the reader.

Our aim is to investigate under what conditions on Γ one has the inequality

C∗f(z) ≤ CM2(Cf)(z), z ∈ Γ, f ∈ L2(Γ, µ),

where C is a positive constant. Since we know that angles prevent the above inequality
to hold, we need to require on Γ a condition that excludes them. One such a condition
is asymptotic conformality. Given two points z1, z2 ∈ Γ let A(z1, z2) be the arc in Γ
joining the two points and having smallest diameter (there is only one if the two points
are su�ciently close). The Jordan curve Γ is said to be asymptotically conformal if,
given a positive number δ there exists a positive ε, so that for any two points z1, z2 ∈ Γ
satisfying |z1 − z2| < ε one has

|z1 − z|+ |z2 − z| ≤ (1 + δ)|z1 − z2|, z ∈ A(z1, z2).

Our main result reads as follows.

Theorem. Let C be the Cauchy Integral on an asymptotically conformal chord-arc
curve Γ and let γ be a bilipschitz parametrization of Γ. Then the estimate

C∗f(z) ≤ CM2(Cf)(z), z ∈ Γ, f ∈ L2(Γ, µ), (1.1.6)

holds if and only if there exists C > 0 such that∣∣γ(x+ ε) + γ(x− ε)− 2γ(x)
∣∣ ≤ C ε

| log ε| , (1.1.7)

for each ε satisfying 0 < ε < T and for each x ∈ R.

One should recall that condition (1.1.7) implies that γ is di�erentiable almost
everywhere in the ordinary sense and the derivative is a function of vanishing mean
oscillation (see [WZ59]). Therefore, for chord arc curves satisfying the background
assumption of asymptotical conformality, inequality (1.1.6) is equivalent to the precise
form of di�erentiability described in terms of second order di�erences in (1.1.7). Also
notice that if γ is the arc-length parametrization of a C1 curve, (1.1.4) implies (1.1.7),
so that the Theorem generalizes Girela-Sarrión's result.

In Section 1.2 we prove a couple of Lemmas which allow to express condition (1.1.6)
in an equivalent form in terms of a function related to the geometry of Γ. Section 1.3
is devoted to take care of a technical question, namely, that it is enough to estimate
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truncations at small enough levels. In Section 1.4 we prove the Theorem by means
of three lemmas, one on them making the connection between the function carrying
the geometrical information and the second di�erence condition (1.1.7). In Section
1.5 we present an example of a spiraling domain that enjoys the equivalent conditions
in the Theorem but whose boundary is not of class C1. This example justi�es the
e�orts made in order to extend the condition (1.1.4) to a less regular case since new
geometric behaviors can be detected.

Our terminology and notation are standard. We let C denote a constant inde-
pendent of the relevant variables under consideration and which may vary at each
occurrence. The notation A . B means that there exists a constant C > 0 such that
A ≤ CB. We write A & B if B . A. The disc centered at z of radius r is denoted by
D(z, r).

1.2 Two preliminary Lemmas

The beginning of the proof follows the ideas of [Gir13], so that we will be rather
concise. Given a function f ∈ L1(Γ, µ) we denote by mΓz,ε(f) =

ffl
Γz,ε

f(w) dµ(w) the

mean of f on Γz,ε with respect to the arc length measure µ. We let Kz,ε denote the
Cauchy kernel truncated at the point z at level ε, that is,

Kz,ε(w) =
1

π i

1

w − z χΓ\Γz,ε(w), w ∈ Γ.

Set gz,ε = C(Kz,ε) and let N > 1 be a big number to be chosen later. Following
[Gir13, p.673] we obtain the identity

−Cεf(z) = Iε + IIε + IIIε,

where

Iε :=

ˆ
Γz,Nε

Cf(w)
(
gz,ε(w)−mΓz,Nε(gz,ε)

)
dw,

IIε := mΓz,Nε(gz,ε)

ˆ
Γz,Nε

Cf(w)dw,

IIIε :=

ˆ
Γ\Γz,Nε

Cf(w)gz,ε(w)dw. (1.2.1)

Following closely the argument in [Gir13] one can prove that

|Iε| ≤ CM2(Cf)(z),

|IIε| ≤ CM(Cf)(z),

where the constant C does not depend on the choice ofN . Since clearlyM(g) ≤M2(g)
for any g, we are left with the task of estimating IIIε. The next lemma provides an
expression for IIIε in terms of a function encoding the smoothness of Γ. To state the
lemma �rst we need to clarify the de�nition of a branch of the logarithm of w− z, as
a function of w with z ∈ Γ �xed, in an appropriate region.

Given z ∈ Γ let ∆z be a curve connecting z and ∞ in the unbounded component
of C \ Γ. Such curves exist and indeed we will construct a special one in Section 4
(under the additional assumption of asymptotic conformality). Hence C \ ∆z is a
simply connected domain containing Γ \ {z} and so there exists in C \∆z a branch of
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log(w−z). In particular, if z = γ(x) for some x ∈ R, the expressions log(γ(x+ε)−γ(x))
and log(γ(x− ε)− γ(x)) make sense for 0 < ε < T.

Lemma 1.2.1. Let Γ be a chord-arc curve and γ a bilipschitz parametrization of Γ.
Let z ∈ Γ and let x be a real number such that γ(x) = z. Then for almost every
w ∈ Γ\Γz,Nε we have

C(Kz,ε)(w) =
1

π2(z − w)

[
F (x, ε) +Gz,ε(w)

]
,

where
F (x, ε) = log(γ(x+ ε)− γ(x))− log(γ(x− ε)− γ(x)) + πi

and

|Gz,ε(w)| ≤ C ε

|z − w| . (1.2.2)

Proof. Take w ∈ Γ\Γz,Nε . Then

C(Kz,ε)(w) = − 1

π2
lim
δ→0

ˆ
Γ\(Γw,δ∪Γz,ε)

1

(ζ − z)(ζ − w)
dζ

= − 1

π2

1

w − z lim
δ→0

ˆ
Γ\(Γw,δ∪Γz,ε)

(
1

ζ − w −
1

ζ − z

)
dζ.

Let y ∈ R with γ(y) = w . Then the latest integral in the above formula is

log (γ(y − δ)− γ(y))− log (γ(x+ ε)− γ(y)) + log (γ(x− ε)− γ(y))

− log (γ(y + δ)− γ(y))−
(

log (γ(y − δ)− γ(x))

− log (γ(x+ ε)− γ(x)) + log (γ(x− ε)− γ(x))− log (γ(y + δ)− γ(x))
)
.

Assume that γ is di�erentiable at the point y and the derivative γ′(y) does not vanish.
Then we have that

lim
δ→0

(
log (γ(y − δ)− γ(y))− log (γ(y + δ)− γ(y))

)
= πi,

because the curve ∆w lies in the unbounded component of C\Γ, and then to the right
hand side of Γ, oriented according to the parametrization γ. Taking the limit as δ
goes to 0 we obtain

C(Kz,ε)(w) = − 1

π2

1

w − z
((

log(γ(x+ ε)− γ(x))− log(γ(x− ε)− γ(x)) + πi
)

−
(

log(γ(x+ ε)− γ(y))− log(γ(x− ε)− γ(y))
))
.

De�ne
Gz,ε(w) = log (γ(x− ε)− γ(y))− log (γ(x+ ε)− γ(y)).

It remains to show the decay inequality (1.2.2). According to the choice of ∆w we
have a well de�ned branch of log(γ(x+ t)− w), −ε < t < ε. Thus

Gz,ε(w) = −
ˆ ε

−ε

d

dt
log(γ(x+ t)− w) dt = −

ˆ ε

−ε

γ′(x+ t)

γ(x+ t)− w dt. (1.2.3)
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Since w = γ(y) ∈ Γ \ Γz,Nε, we have y /∈ (x−Nε, x+Nε) and so

|w − z| = |γ(y)− γ(x)| ≥ |y − x|
L

≥ Nε

L
,

which gives , taking N ≥ 2L2,

|w − γ(x+ t)| ≥ |w − z| − |γ(x)− γ(x+ t)|

≥ |w − z|
2

+
Nε

2L
− Lε

≥ |w − z|
2

.

Hence, by (1.2.3),

|Gz,ε(w)| ≤
ˆ ε

−ε

|γ′(x+ t)|
|γ(x+ t)− w| dt ≤

4Lε

|w − z| .

Lemma 1.2.2. Let Γ be a chord-arc curve and γ a bilipschitz parametrization of Γ.
Then the inequality

C∗(f)(z) ≤ CM2(Cf)(z), z ∈ Γ, f ∈ L2(Γ, µ), (1.2.4)

is equivalent to
|F (x, ε)|| log(ε)| ≤ C 0 < ε < T, x ∈ R. (1.2.5)

Proof. Assume that (1.2.5) holds. Then by Lemma 1.2.1

IIIε =

ˆ
Γ\Γz,Nε

Cf(w) C(Kz,ε)(w) dw

=
F (x, ε)

π2

ˆ
Γ\Γz,Nε

Cf(w)

z − w dw +
1

π2

ˆ
Γ\Γz,Nε

Cf(w)
Gz,ε(w)

z − w dw

= F (x, ε) IVε + Vε,

where the last identity is a de�nition of the terms IVε and Vε. One can break the
domain of integration in the integrals in IVε and Vε into a union of dyadic annuli

Aj = γ
{
y ∈ R : Nε 2j < |y − x| ≤ Nε 2j+1

}
, j = 0, 1, ...

then perform standard estimates and apply (1.2.2) to get, thanks to the quadratic
decay of the integrand,

|Vε| ≤ CM
(
Cf
)
(z). (1.2.6)

For IVε one only has a �rst order decay, which gives

|IVε| ≤ C
∣∣∣ log

(NL
ε

)∣∣∣M(Cf)(z),

thus completing the proof of the su�cient condition.
Assume now (1.2.4). Recalling that IIIε = F (x, ε) IVε+Vε and (1.2.6), we obtain∣∣F (x, ε) IVε

∣∣ ≤ CM2
(
Cf
)
(z), z ∈ Γ, f ∈ L2(Γ, µ). (1.2.7)

The Cauchy Singular Integral operator T is an isomorphism of L2(Γ, µ) onto itself.
This is proved in Lemma 1 of [Gir13, p. 661] for Lipschitz graphs, and the same proof



1.3. Reduction to estimating truncations at small levels 21

works in our context. Thus (1.2.7) can be rewritten as∣∣∣F (x, ε)

ˆ
Γ\Γz,Nε

g(w)

z − w dw
∣∣∣ ≤ CM2(g)(z), z ∈ Γ, g ∈ L2(Γ, µ). (1.2.8)

To simplify the notation take x = 0 = γ(x). Assume �rst that 0 < ε < 1. Apply
(1.2.8) with g the characteristic function of γ((εn, ε)), where n is a large integer to be
chosen. Then

|F (0, ε)|
∣∣∣ ˆ ε

εn

γ′(t)

γ(t)
dt
∣∣∣ ≤ C

and ∣∣∣ ˆ ε

εn

γ′(t)

γ(t)
dt
∣∣∣ = | log(γ(ε))− log(γ(εn))|

≥ | log(|γ(ε)|)− log(|γ(εn)|)|

≥ log
( 1

L2 εn−1

)
≥ −2 log(L) + (n− 2) log

(1

ε

)
+ log

(1

ε

)
≥ | log(ε)|

provided n = n(ε) is large enough so that −2 log(L)+ (n−2) log(1/ ε) ≥ 0. Therefore
(1.2.5) follows in this case.

If 1 ≤ ε < T then we take as g the characteristic function of γ((ε−n, ε)). In this
case we get ∣∣∣ ˆ ε

ε−n

γ′(t)

γ(t)
dt
∣∣∣ ≥ −2 log(L) + n log(ε) + log(ε) ≥ | log(ε)|

provided n is chosen so that −2 log(L) + n log(ε) ≥ 0.

1.3 Reduction to estimating truncations at small levels

In this section we reduce the proof of (1.1.6) to estimating the truncations Cεf for
small ε . In the previous section we showed that the estimate of Cεf can be reduced
to that of the term IIIε in (1.2.1).

Lemma 1.3.1. If ε0 is a given positive number, then there exists a large positive
number N = N(L) so that∣∣∣ ˆ

Γ\Γz,Nε
Cf(w) gz,ε(w)dw

∣∣∣ ≤ CM(Cf)(z), z ∈ Γ, ε0 < ε,

for a positive constant C = C(ε0, L).

The small number ε0 will be chosen in the next section.
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Proof. Recall that

gz,ε(w) = C(Kz,ε)(w)

= − 1

π2
p. v.

ˆ
Γ\Γz,ε

1

(ζ − w)(ζ − z) dζ

= − 1

π2

1

w − z p. v.

ˆ
Γ\Γz,ε

(
1

ζ − w −
1

ζ − z

)
dζ

= − 1

π2

1

w − z p. v.

ˆ
Γ\Γz,ε

1

ζ − w dζ +
1

π2

1

w − z p. v.

ˆ
Γ\Γz,ε

1

ζ − z dζ

= h(w) + k(w),

where in the last identity we de�ned h(w) and k(w).
Applying the bilipschitz character of γ we conclude that

|k(w)| ≤ 1

π2

L2

N ε2
0

length(Γ), w ∈ Γ \ Γz,Nε, ε0 < ε . (1.3.1)

The estimate of h(w) is a little trickier. We have

h(w) = − 1

π2

1

w − z p. v.

ˆ
Γ

1

ζ − w dζ +
1

π2

1

w − z p. v.

ˆ
Γz,ε

1

ζ − w dζ.

A simple application of Cauchy's Theorem gives that, if Γ has a tangent at w,

p. v.

ˆ
Γ

1

ζ − w dζ = πi.

As before, the bilipschitz character of γ yields

|w − z| ≥ N ε

L
, w ∈ Γ \ Γz,Nε

and

|w − ζ| ≥ |w − z| − |z − ζ| ≥ ε
(N
L
− L

)
, w ∈ Γ \ Γz,Nε ζ ∈ Γz,ε.

Choose N so that N/L− L ≥ 1. Then

|w − ζ| ≥ ε, w ∈ Γ \ Γz,Nε ζ ∈ Γz,ε.

Gathering all the previous estimates we �nally get

|h(w)| ≤ 1

π

L

N ε0
+

1

π2

length(Γ)

ε0
, w ∈ Γ \ Γz,Nε, ε0 < ε . (1.3.2)

Hence (1.3.1) and (1.3.2) yield

|gz,ε(w)| ≤ C, w ∈ Γ \ Γz,Nε, ε0 < ε,

where C = C(ε0, N, L, length(Γ)) is a constant depending on ε0, N, L and length(Γ).
Therefore∣∣∣ ˆ

Γ\Γz,Nε
Cf(w) gz,ε(w)dw

∣∣∣ ≤ C ˆ
Γ
|Cf(w)| dµ(w) ≤ C length(Γ)M(Cf)(z),

which completes the proof of the lemma.
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1.4 The proof of the Theorem

For z 6= 0 let Arg(z) denote the principal argument of z, so that 0 ≤ Arg(z) < 2π.

Lemma 1.4.1. Given α > 0 there exists a positive number ε0 = ε0(L) with the
following property. Assume that 0 < ε1 ≤ ε0, ε1 /2 < ε ≤ ε1 and that for a �xed
x ∈ R we have γ(x) = 0. If γ(x− τ), τ > 0, satis�es

ε1

2L
< |γ(x− τ)| < Lε1,

then, for some θ such that γ(x− τ) = |γ(x− τ)|eiθ, we have∣∣θ − (Arg(γ(x+ ε)) + π
)∣∣ < α.

Proof. Consider the triangle with vertices 0, γ(x − τ) and γ(x + ε) and side lengths
A = |γ(x− τ)|, B = |γ(x+ ε)| and C = |γ(x+ ε)− γ(x− τ)|. By the cosine Theorem

C2 = A2 +B2 − 2AB cos(φ),

where φ is the angle opposite to the side C. In other terms

1 + cos(φ) =
(A+B − C)(A+B + C)

2AB
.

By asymptotic conformality, given δ > 0 there exists η0 > 0 such that
C = |γ(x+ ε)− γ(x− τ)| < η0 implies A+B ≤ (1 + δ)C. The bilipschitz property of
γ (1.1.5) yields ε1 /2L

2 ≤ τ ≤ L2 ε1 . Hence

1 + cos(φ) ≤ δL4 (ε1 +τ)2

ε1 τ
≤ 2δL6(1 + L2)2.

Taking θ = Arg(γ(x+ ε)) + φ we see that |θ− (Arg(γ(x+ ε)) + π)| < α provided δ is
small enough. Since

|γ(x+ ε)− γ(x− τ)| ≤ L(ε+τ) ≤ ε0 L(1 + L2),

one has to choose ε0 so that ε0 L(1 + L2) ≤ η0, which shows the correct dependence
of ε0 and completes the proof of the Lemma.

Given a point z ∈ Γ we want now to construct a special Jordan arc ∆z connecting
z to ∞ in the complement of Γ. Assume, without loss of generality, that z = 0. Take
x ∈ R with γ(x) = 0. Let ε0 be the number given in the preceding Lemma and de�ne,
for j = 0, 1, 2, . . . , a polar rectangle by

Rj =
{
w = |w|eiθ :

ε0

2j+1L
< |w| < ε0 L

2j
and

∣∣∣θ −Arg
(
γ
(
x+

ε0

2j

))
+ π

∣∣∣ < α
}
.

Applying Lemma 1.4.1 with ε = ε1 = ε0 /2
j we conclude that

{γ(x− τ) : 0 < τ} ∩
{
w :

ε0

2j+1L
< |w| < ε0 L

2j

}
⊂ Rj .

We need to introduce another polar rectangle

Sj = Rj ∩
{
w :

ε0 L

2j+1
< |w|

}
, j = 0, 1, 2, . . .
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We de�ne inductively ∆z = ∆0 on Sj by just requiring that the Jordan arc ∆0∩Sj
lies in the unbounded component of the complement of Γ, Sj being the closure of Sj .
We then connect ∆0 ∩ S0 with ∞ by a Jordan arc in the complement of Γ, with the
only precaution of not reentering the disc D(0, ε0) once ∆0 has left it.

It is worth pointing out that the axis of two consecutive polar rectangles Rj and
Rj+1 make an angle less than α. This follows by the de�ning property of ε0 (see the
proof of Lemma 1.4.1).

Lemma 1.4.2.

log(γ(x− ε))− πi = log(−γ(x− ε)), x ∈ R, 0 < ε ≤ ε0 .

Proof. We know that

log(γ(x− ε))− πi = log(−γ(x− ε)) + 2πmi (1.4.1)

for some integer m. Our goal is to compute the di�erence

log(γ(x− ε))− log(−γ(x− ε))

by the integral ˆ
ς

1

z
dz,

where ς is an appropriately chosen Jordan arc connecting −γ(x − ε) to γ(x − ε) in
the complement of ∆0.

z(x, ε)

σγ(x− ε)

γ

Γ

γ(x) = 0

−γ(x− ε)

γ(x+ ε)

A

ε0L

2j

ε0
L2j+1

β

Figure 1.1: The curve ς

Assume that ε0 /2
j+1 < ε ≤ ε0 /2

j , for some non-negative integer j. De�ne N as
the smallest integer satisfying

Lε0

2j+N
≤ ε0

L2j+1
.

This is equivalent to L2 ≤ 2N−1 and soN depends only on L.HenceRk ⊂ D(0, ε0/L 2j+1),
k ≥ j + N, and, in particular, Rk, k ≥ j + N, does not intersect the circumference
∂D(0, |γ(x− ε)|).

The angle between the axis of the polar rectangle Rj+l and that of Rj is not greater
than lα ≤ Nα, l = 1, 2, ..., N − 1. Set β = Nα, so that β can be as small as desired
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by taking α = α(L) appropriately. We conclude that

Rj+l ⊂
{
w : w = |w|eiθ with

∣∣θ −Arg
(
γ(x+ ε) + π

)∣∣ < β
}
, l = 1, 2, . . . , N − 1.

We are now ready to de�ne the Jordan arc ς. Let z(x, ε) be the point at the
intersection of the circumference ∂D(0, |γ(x− ε)|) and the ray{

w : w = |w|eiθ with θ = Arg
(
γ(x+ ε) + π

)
− β

}
.

Let A stand for the arc in ∂D(0, |γ(x − ε)|) having −γ(x − ε) as initial point and
z(x, ε) as end point (counterclockwise oriented).

There exists a recti�able Jordan arc σ joining the points z(x, ε) and γ(x − ε) in
the bounded component of the complement of Γ with the property that

length(σ) ≤ C |z(x, ε)− γ(x− ε)|.

This can be seen readily as follows. Set γ̃(eix) = γ(x), x ∈ R. Then γ̃ is a bilipschitz
homeomorphism between T and Γ and thus can be extended to a global bilipschitz
homeomorphism of the plane onto itself (see [Tuk80],[Tuk81]). The existence of the
arc σ is then easily proved by transferring the question via the extended bilipschitz
homeomorphism.

De�ne ς = A∪σ, oriented as already speci�ed. Note that ς lies in the complement
of ∆0, by the previous discussion, in particular, the de�nition of N and β. Therefore

log(γ(x− ε))− log(−γ(x− ε)) =

ˆ
ς

1

z
dz.

On one hand we have ˆ
A

1

z
dz = πi+O(β)

and on the other hand∣∣∣ˆ
σ

1

z
dz
∣∣∣ ≤ C |z(x, ε)− γ(x− ε)|

|γ(x− ε)| ≤ C β = O(β).

If β is small enough so that O(β) < π, then, by (1.4.1), we get that m = 0, and the
lemma is proved.

We need a �nal lemma, which concludes the proof of the Theorem.

Lemma 1.4.3. Let Γ be an asymptotically conformal chord-arc curve and let γ be a
bilipschitz parametrization of Γ (in the sense of (1.1.5)). Then there exists a constant
C > 1 and a positive number ε0 such that

C−1 |γ(x+ ε) + γ(x− ε)− 2γ(x)|
ε

≤ |F (x, ε)| ≤ C |γ(x+ ε) + γ(x− ε)− 2γ(x)|
ε

,

(1.4.2)
for x ∈ R and 0 < ε < ε0 .

Proof. Without loss of generality assume that γ(x) = 0. Let ε0 be the small number
provided by Lemma 1.4.1. By the construction of the arc ∆0 described in the proof
of Lemma 1.4.1 we have that the segment joining −γ(x− ε) and γ(x+ ε) lies in the
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complement of ∆0. We have, by Lemma 1.4.2,

F (x, ε) = log
(
γ(x+ ε)

)
− log

(
γ(x− ε)

)
+ πi

= log
(
γ(x+ ε)

)
− log

(
− γ(x− ε)

)
and so

F (x, ε) =

ˆ 1

0

d

dt
log
(
− γ(x− ε) + t(γ(x+ ε) + γ(x− ε))

)
dt

=

ˆ 1

0

γ(x+ ε) + γ(x− ε)
−γ(x− ε) + t(γ(x+ ε) + γ(x− ε)) dt.

Set, to simplify the notation, a = −γ(x− ε), b = γ(x+ ε) and let θ denote the angle
between a and b. By Lemma 1.4.1 we know that θ is as small as we wish. In particular
we can assume that cos θ ≥ 1/2. Thus, using the cosine Theorem,

|a+ t(b− a)|2 = (1− t)2|a|2 + t2|b|2 + 2(1− t)t|a||b| cos θ

≥ 1

2

(
(1− t)|a|+ t|b|

)2 ≥ ε2

2L2
,

and

|F (x, ε)| ≤
√

2L

ε
|γ(x+ ε) + γ(x− ε)|,

which is the upper estimate in (1.4.2).
For the lower estimate we set zt = −γ(x − ε) + t(γ(x + ε) + γ(x − ε)). Since

Re(zt) ≥ |zt|/2 and |zt| ≤ 2Lε∣∣∣ˆ 1

0

1

zt
dt
∣∣∣ ≥ Re

ˆ 1

0

1

zt
dt =

ˆ 1

0

Re(zt)

|zt|2
dt

≥
ˆ 1

0

1

2|zt|
dt ≥ 1

4Lε
.

To complete the proof of the Theorem one only needs to combine Lemmas 1.2.2, 1.3.1
and 1.4.3.

Remark. Let a = γ(x) − γ(x − ε), b = γ(x + ε) − γ(x) and let α(x, ε) be the angle
spanned by a and b. For a bilipschitz parametrization γ such that

c |x− y| ≤ |γ(x)− γ(y)| ≤ C |x− y|, x, y ∈ R, |x− y| ≤ T

2
,

we have the estimate

|γ(x+ ε) + γ(x− ε)− 2γ(x)|2 ≤ 2C2ε2 − 2c2ε2 cosα(x, ε).

So, in the general case, we can guarantee just a linear decay of the second �nite
di�erence |γ(x + ε) + γ(x − ε) − 2γ(x)| and the logarithmic condition (1.1.7) gives
informations about the local behavior of the best constants c and C around x and
about the decay of α(x, ε) for ε small. This remark will be useful in the next section.
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1.5 An example

In this section we provide an example of curve γ which is not C1 but for which the
improved Cotlar's inequality (1.1.6) holds. The curve will be constructed in a recursive
way and will be parametrized by arc-length. Without loss of generality, we will focus
on de�ning a curve which is not closed. Indeed, possibly by connecting the ends of
this curve in a smooth way, we can reduce to the same environment of the previous
sections. The idea in the construction of the example is that the curve should resemble
a suitable spiraling sequence of smoothened corners of decreasing aperture.
Let 0 < α < π/2. Let Fα : [0, 1] → R be the function with support in [1/4, 3/4]
which is linear in [1/4, 1/2] and [1/2, 3/4] with slope tanα in [1/4, 1/2] and − tanα
in [1/2, 3/4]. In other words

Fα(t) := max
{

0,
(1

4
−
∣∣∣t− 1

2

∣∣∣) tanα
}
.

Let ξ > 0. For t ∈ R we de�ne the function

ηξ(t) := η
( t
ξ

)1

ξ
,

where η is a smooth, even and positive function such that supp η ⊂ [−1, 1] and´
η(t)dt = 1. For 0 < ξ < 1/100 we de�ne the regularized function

λα := Fα ∗ ηξ.

We will call the curve Λα :=
(
t, λα(t)

)
t∈[0,1]

α-patch.
An α-patch has the following properties:
• Λα is the graph of a function λα : [0, 1]→ R which is symmetric around 1/2.
• if we denote by [a, b] the segment joining the points a, b ∈ R2, then Λα contains
the segments Iα := [(0, 0

)
, (1/4−ξ, 0)], IIα := [(1/4+ξ, ξ tanα), (1/2−ξ, (1/4−

ξ) tanα)], IIIα := [(1/2 + ξ, (1/4 − ξ) tanα), (3/4 − ξ, ξ tanα)] and IVα :=
[(3/4 + ξ, 0), (1, 0)]. We denote by Ciα, i = 1, 2, 3 the remaining three non-a�ne
parts of the graph. Precisely, C1

α joins the segments Iα and IIα, C
2
α the segments

IIα and IIIα and C3
α the segments IIIα and IVα.

• the function λα is convex on the intervals below C1
α and C3

α and concave on the
interval below C2

α.
The idea is that the α-patch is a smoothened corner, as shown in Figure 2.

0

Iα
1
4

IIα IIIα

3
4

IVα

1

α

Figure 1.2: An α-patch

Remark 1. Let us denote by τ(α) the di�erence between the length of the (non-
smoothened) graph of Fα and the length of Λα. For what follows, we need to estimate
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its behavior for small values of α. It su�ces to observe that

τ(α) := length(Fα)− length(Λα)

=

ˆ 1

0

(√
1 + |f ′α ∗ ηξ|2(t)

)
−
(√

1 + |f ′α|2(t)
)
dt

=

ˆ 1

0

|f ′α ∗ ηξ|2(t)− |f ′α|2(t)(√
1 + |f ′α ∗ ηξ|2(t)

)
+
(√

1 + |f ′α|2(t)
)dt ≤ 2‖f ′α‖∞ = 2 tanα.

(1.5.1)

De�nition of the curve Γ

Let αj := 1/j for j = 1, 2, . . . positive integer. For the sake of notational convenience
we replace the subscript αj by j; for instance, we write Λj for Λαj , Ij for Iαj , . . . , IVj
for IVαj and Cij for C

i
αj . Moreover, τj := τ(αj). Now we can de�ne Γ according to

the following recursive steps:
• Γ1 := Λ1.
• We would like to glue on II1 an appropriate rescaled, translated and rotated
copy Λ̃2 of Λ2. The angle of rotation is α1. The scaling factor and the translation
are chosen so that the origin of Λ̃2 is (1/4, 0) and the end is

(
1/2, (tanα)/4

)
.

Denote by ĨI2 the image of II2 via the same a�nity which maps Λ2 to Λ̃2; let
us use the tilde to denote the images of the other parts of the patch via the same
map, too. Delete the segment II1 from Λ1 and add Λ̃2. Now the endings of Λ̃2

should be deleted in order to make a connection with Λ1. The precise expression
for the second step curve is

Γ2 :=
(
(Λ1 \ II1) ∪ Λ̃2

)
\
(
(Ĩ2 ∪ ĨV 2) \ II1

)
.

• given Γn, which is a �gluing� of a�ne copies Λ̃j of Λj for j ∈ {1, . . . , n}, where
ĨIn is the image of IIj under the same a�nity which maps Λj to Λ̃j , we de�ne

Γn+1 := ((Λ̃n \ ĨIn) ∪ Λ̃n+1) \ ((Ĩn+1 ∪ ĨV n+1) \ ĨIn),

where Λ̃n+1 is an re-scaled copy of Λn+1 rotated by an angle
∑n+1

j=1 αj whose

vertices coincide with the images of (1/4, 0) and
(
1/2, tanα/4

)
via the transfor-

mation of the plain that sends Λn to Λ̃n.
Then, {Γn}n converges in the Hausdor� distance (a similar case is presented, for
example, in [Fal90]) and we can simply de�ne Γ := limn Γn. Let us now state an

0

Ĩ1

1
4

Ĩ2̃

II 2̃

III2

ĨV 2

ĨII1

3
4

ĨV 1

1

α1

α2

Figure 1.3: The second step in the construction of the curve Γ

estimate that we will use in what follows.

Lemma 1.5.1. Given 0 < α < π/2 and z1, z2 ∈ Λα, we have

`(z1, z2) ≤ |z1 − z2|
cosα

, (1.5.2)
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where `(z1, z2) denotes the length of the arc of Λα joining z1 and z2.

Proof. Let t1 := λ−1
α (z1) and t2 := λ−1

α (z2). We have |t1 − t2| ≤ |z1 − z2|. Moreover,
because of the way we constructed Λα, we have that |λ′α(t)| ≤ tanα for every t ∈ [0, 1].
Collecting all these observations,

`(z1, z2) =

ˆ t2

t1

√
1 + |λ′α(t)|2dt ≤

ˆ t2

t1

√
1 + | tanα|2dt

= |t2 − t1|
√

1 + | tanα|2 =
|t2 − t1|

cosα
≤ |z2 − z1|

cosα
.

Remark 2. Notice that the inequality (1.5.2) keeps holding for a scaling of Λα, in
particular for the Λ̃j , j ∈ N.

Let us de�ne L1 = 1/2 and, for n > 1,

Ln := 2−2n+1
( n−1∏
j=1

cosαj

)−1
,

which is half of the diameter of the rescaled patch Λ̃n in the construction of the curve
Γ. Indeed, some trigonometry gives

L1 =
1

2
, L2 =

1

2

(1

2
L1

1

cosα1

)
, L3 =

1

2

(1

2
L2

1

cosα2

)
, · · · , Ln =

1

2

(1

2
Ln−1

1

cosαn−1

)
.

Observe that the de�nition of Ln does not depend on αn because the scaling of Λ̃n is
determined just by the previous (n− 1) angles. We will use Ln as a quanti�er of the
scale.

Lemma 1.5.2. For every δ > 0 there exists k ∈ N big enough such that for z1, z2 ∈
Γ ∩ (

⋃∞
j=k Λ̃j) we have

`(z1, z2) ≤ (1 + δ)|z1 − z2|. (1.5.3)

Proof. Let us start with some geometrical observation.
Let k ∈ N and ζ1, ζ2 ∈ Γ. Suppose, moreover, that ζ1 ∈ Ĩk and ζ2 ∈ ĨV k. It is useful
to de�ne

Rk := `(ζ1, ζ2)− |ζ1 − ζ2|.
Observe that the de�nition of Rk does not depend on the choice of ζ1 and ζ2 in the
respective segments. In particular, by the construction of the curve Γ and by the
de�nition of the error term τj in (1.5.1), it is not di�cult to check that we have

Rk =
(

3
∞∑

j=k+1

Lj − Lk
)
−

∞∑
j=k+1

2Ljτj . (1.5.4)

The term between parentheses in the right hand side is the length of the gluing of the
`non-regularized' α-patches in the construction and the second sum is an error term
due to the smoothing in the de�nition of α-patch.
Because of how we chose Lj and τj , the quantity Rk represents the error we make in

estimating the length of the arch of the curve between ζ1 ∈ Ĩk and ζ2 ∈ ĨV k compared
to |ζ1−ζ2|. The presence of factor 2Lj in the last sum in the right hand side of (1.5.4)
is due to the fact that the diameter of Λ̃j is equal to 2Lj and, thus, the error term τj
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has to be rescaled by that value. It turns out that

Rk
Lk
→ 0 as k →∞, (1.5.5)

which justi�es the interpretation of Rk as an error term. Indeed, recalling that cosαl ≥
cosαk for l ≥ k, we have

3

Lk

∞∑
j=k+1

Lj =
∞∑

j=k+1

3

4j−k

( j−1∏
l=k

cosαl

)−1

≤ 3

∞∑
j=k+1

( 1

4 cosαk

)j−k
=

3

4 cosαk − 1

and the last term tends to 1 as k →∞.Moreover, using (1.5.1) and since Lj ≤ 2k−jLk
for j > k, we have that

1

Lk

∞∑
j=k+1

2Ljτj . τk+1

∞∑
j=k+1

2k−j → 0 as k →∞,

so that (1.5.5) follows.
Let us combine this observation with (1.5.2) to prove (1.5.3). Let z1, z2 ∈ Γ.

Observe that each point of Γ belongs to Λ̃j for at most two di�erent j. Let k1 be
the maximum index such that z1 ∈ Λ̃k1 and let k2 be the maximum index such that
z2 ∈ Λ̃k2 . The rest of the proof works with minor changes if we take the minimum
instead of the maximum in the de�nitions of k1 and k2. The use of this indices helps
to make the calculations more systematic.
Without loss of generality, suppose k1 ≤ k2. If k1 = k2, the points belong to the image
of the same patch. We have two possible scenarios depending on the relative position
of these points. The de�nition of Rk and the estimate (1.5.2) allow us to write

`(z1, z2) ≤ |z1 − z2|
cosαk1

, (1.5.6)

if the point are at a distance |z1 − z2| ≤ Lk1+1. For |z1 − z2| ≥ Lk1+1/4, we have to
consider the additional error term Rk1+1, which comes from the `spiraling' part of the
curve. In particular

`(z1, z2) ≤ |z1 − z2|
cosαk1

+Rk1+1

≤ |z1 − z2|
cosαk1

+
Rk1+1

4Lk1+1
|z1 − z2|,

so that, invoking (1.5.5), the lemma is proven in the case k1 = k2.
Let us consider the other case, k1 < k2. If z2 ∈ Λ̃k1 , (1.5.6) easily applies because

the two points belong to the image of the same patch. So we can suppose z2 6∈ Λ̃k1 .
In this case

|z1 − z2| ≥
Lk1+1

4
. (1.5.7)

Let z′2 ∈ ĨIk1 be the orthogonal projection of z2 on the segment ĨIk1 . The idea now
is, by means of projections, to reduce to the case in which the points belong to the
image of the same patch. For this purpose it is also useful to use the length of the
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arcs of the m-th step curve Γm that we used to de�ne Γ. By the triangular inequality
and denoting by

hk1+1 := min{h : Λ̃k1+1 ⊂ [0, h]nV + V for some a�ne line V with normal nV }
(1.5.8)

the width of Λ̃k1+1, we have

|z1 − z′2| ≤ |z1 − z2|+ hk1+1. (1.5.9)

Let us remark that, by construction of Γ,

hk1+1

Lk1+1
→ 0 as k →∞. (1.5.10)

Given m ∈ N and u, v ∈ Γm, it is useful to denote by lm(u, v) the length of the arc of
Γm joining u and v. Now we want to prove that

`(z1, z2) ≤ `k1(z1, z
′
2) +Rk1+1. (1.5.11)

Let us just consider the case z1 ∈ Ĩk1 , since the other cases are analogous. If zk2 ∈ Ĩk1+1

or zk2 ∈ ĨV k1+1, (1.5.11) holds trivially because z2 = z′2. Otherwise, let ζ be a point

on ĨV k1+1 and let us consider the quantities `(z2, ζ) and |z′2 − ζ|. Observe that the

consideration below does not depend on the auxiliary point ζ of ĨV k1+1 we choose.
Clearly `(z2, ζ) ≥ |z′2 − ζ| and, because of the de�nition of Rk1+1, the equality

`(z1, z2) + `(z2, ζ) = Rk1+1 + `k1(z1, z
′
2) + |z′2 − ζ|,

holds. So

`(z1, z2) = `k1(z1, z
′
2) +Rk1+1 + (|z′2 − ζ| − `(z2, ζ)) ≤ `k1(z1, z

′
2) +Rk1+1.

The proof of the lemma is now over: indeed using (1.5.2), (1.5.5), (1.5.7), (1.5.9) and
(1.5.10) we get

`(z1, z2)

|z1 − z2|
≤ `k1(z1, z

′
2)

|z1 − z2|
+

Rk1+1

|z1 − z2|

≤ |z1 − z′2|
|z1 − z2| cosαk1

+
Rk1+1

|z1 − z2|

≤ 1

cosαk1

+
4hk1+1

cosαk1Lk1+1
+

4Rk1+1

Lk1+1
→ 1 as k1 →∞.

A recti�able curve Γ is said asymptotically smooth if, denoting by `(w1, w2) the
length of the shortest arc of Γ between w1, w2 ∈ Γ,

`(w1, w2)

|w1 − w2|
→ 1 as |w1 − w2| → 0, w1, w2 ∈ Γ.

As shown in [Pom78], an asymptotically smooth curve is also asymptotically confor-
mal.

Proposition 1.5.1. Γ is asymptotically smooth but not C1.

Proof. Let z̃′j ∈ Γ be the image of the point z′αj via the map which sends Λj to Λ̃j .

We have that the curve Γ is not C1 at the point z0 := limj zj , where zj is an arbitrary
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point of Λ̃j . Indeed, by our choice of the angles in the construction,
∑

j αj = +∞
and the curve spirals close to z0.

Let us now turn prove that the curve is asymptotically smooth.
Notice that we may write Γ = Γ1 ∪Γ2 ∪{z0}, where Γ1 and Γ2 are smooth curves.

Then, for every couple of points {z1, z2} in one of those two smooth components we
can exploit the smoothness to state that for every δ there exists ε̄ such that for ε < ε̄
and |z1 − z2| = ε we have

`(z1, z2) ≤ (1 + δ)ε.

This, together with the result of Lemma 1.5.2 concludes the proof.

Let us consider the arc-length parametrization γ of Γ. Being Γ asymptotically
smooth, γ is bilipschitz. In particular,

1

C
|x− y| ≤ |γ(x)− γ(y)| ≤ |x− y|

for a constant C > 1 and x, y ∈ [0, L(Γ)]. As in Remark 1.4 we denote by α(x, ε)
the angle between the vectors γ(x) − γ(x − ε) and γ(x + ε) − γ(x). Because of the
geometrical considerations in Remark 1.4, we have that

|γ(x+ ε) + γ(x− ε)− 2γ(x)|2 ≤ ε2
(

2− 2

C2
cosα(x, ε)

)
(1.5.12)

for ε > 0 and x ∈ [0, L(Γ)]. Now we want to prove the estimate

|γ(x+ ε) + γ(x− ε)− 2γ(x)| . ε

| log ε| .

Being Γ smooth o� the point z0 and arguing as in [Gir13], the logarithmic condition
(1.1.4) and the estimate (1.1.6) are satis�ed o� that point. Hence it su�ces to prove
(1.1.6) for γ(x) ∈ ⋃k≥k0

Λ̃k ∩ Γ and k0 big enough. To do that, we will study the
behavior of the angle α(x, ε) and of the local value of the bilipschitz constant of γ
close to the point z0.

Being the curve asymptotically smooth, as a corollary of Lemma 1.4.1 we know
that α(x, ε)→ 0 for ε small. Then, the second factor in the right hand side of (1.5.12)
behaves as

2− 2

C2
cosα(x, ε) =

[
2− 2

C2

]
+

2

C2
α(x, ε)2 +O

(
α(x, ε)4

)
for ε→ 0.

Let x0 := γ−1(z0). For ε > 0, we denote by Cε the smallest constant such that

1

Cε
|x− y| ≤ |γ(x)− γ(y)| ≤ |x− y|

holds for x, y ∈ [x0 − ε, x0 + ε], i.e. the local value of the lower bilipschitz constant
close to x0.

Using this notation, to our purposes it su�ces to prove that

|α(x, ε)| .
∣∣ log ε

∣∣−1

and [
1− 1

Cε

]
.
∣∣ log ε

∣∣−1
(1.5.13)
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for ε small and γ(x) close enough to z0.
The following two lemmas respectively prove the estimate for the angle and the

estimate for Cε.

Lemma 1.5.3. For every ε0 there exists an integer k0 such that

|α(x, ε)| . | log ε|−1

for ε < ε0, |x− x0| < ε0 and γ(x− ε) ∈ ⋃∞k=k0
Λ̃k ∩ Γ.

Proof. Let ε > 0 and z = γ(x) ∈ Γ. Moreover, let us de�ne z± := γ(x± ε). Let k be
the maximum index such that z ∈ Λ̃k and let k± be the maximum index such that
z± ∈ Λ̃k± . Without loss of generality, we will prove the lemma for x < x0. Let us
proceed with some geometrical consideration.

Figure 1.4: A schematic representation of the setting of the proof of

Lemma 1.5.3.

Let Lz denote the line passing through z and parallel to the segment ĨIk− . Due
to the de�nition of the angle α(x, ε), we can �x the line Lz and bound |α(x, ε)| by
the absolute value of the smallest angle ∠([z−, z], Lz) that Lz forms with the segment
[z−, z] plus the absolute value of the smallest angle ∠([z, z+], Lz) that Lz forms with
the segment [z, z+].

If z belongs to Λ̃k− , due to the properties of the αk−-patch, the arc γ([x − ε, x])
is entirely contained in a cone of vertex z and aperture ∠([z−, z], Lz). By elementary
geometric considerations, we can write∣∣∠([z−, z], Lz)

∣∣ ≤ αk− . (1.5.14)

Again, due to few geometric observations (that are not substantial for the sequel and
we decide to omit in order to make the proof more concise) and to the way Γ is de�ned,
it is not di�cult to see that ∣∣∠([z+, z], Lz)

∣∣ ≤ 2αk− . (1.5.15)

We are left to consider the case z 6∈ Λ̃k− . As we observed in Lemma 1.5.2, in this case

we have |z− − z| ≥ Lk−+1/4. Moreover,
⋃∞
j=k−+1 Λ̃j ∩ Γ is contained in a rectangle

whose base lays on ĨIk− , whose length is smaller than, say, 5Lk−+1/3 and with height
hk−+1 (for its de�nition we refer to (1.5.8) in Lemma 1.5.2). We recall that

hj
Lj
→ 0 for j →∞.



34 Chapter 1. Estimates for the maximal Cauchy Integral on chord-arc curves

Now observe that z+ ∈
⋃∞
j=k−

Λ̃j ∩ Γ. For every point z in this rectangle, using that
|z − z+| & Lk−+1, it holds that

|∠([z−, z], Lz)| . αk− (1.5.16)

and
|∠([z, z+], Lz)| . αk− . (1.5.17)

Joining (1.5.14),(1.5.15),(1.5.16) and (1.5.17), we get

|α(z, ε)| . αk− .

Then, by the construction of Γ and the de�nition of Lm, Lm+1/Lm ≤ 1/2 for every
m, that by iteration leads to

Lm ≤ 2−m.

Now, if γ(x− ε) ∈ Λ̃k− for k− big enough, we have that ε . Lk− so that

k− & | log ε|

for ε small enough. So, gathering all the considerations and recalling that αk− = 1/k−,
we get the desired result.

Lemma 1.5.4. There exists ε1 > 0 such that the inequality (1.5.13) holds for ε < ε1.

Proof. Let us consider z1, z2 ∈ Γ. Let k1 be the maximum index such that z1 ∈ Λ̃k1

and k2 the maximum index such that z2 ∈ Λ̃k2 . Without loss of generality, k1 ≤ k2

and γ−1(z1) ≤ γ−1(z̃). The idea is to prove that C−1
ε is greater than a quantity which

approximates cosαk1 . It is convenient to split the study into di�erent cases.
If k1 = k2 and γ−1(z2) < x̄ or k2 = k1 + 1 and z2 ∈ Ĩk1+1, then (1.5.2) gives

|z1 − z2| ≥ cosαk1`(z1, z2).

If k1 = k2 and γ−1(z2) > x̄ or k2 = k1 + 1 and z2 ∈ ĨV k1+1, then we can write

|z1 − z2| ≥ cosαk1

(
`(z1, z2)−Rk1+1

)
=
(

cosαk1 − cosαk1

Rk1+1

l(z1, z2)

)
`(z1, z2)

and we recall that

Rk1+1

`(z1, z2)
.
Rk1+1

Lk1+1
→ 0 for k1 →∞.

In the remaining cases, we know from the proof of Lemma 1.5.2 that

|z1 − z2| ≥
(

cosαk1 − cosαk1

hk1+1

`(z1, z2)
− cosαk1

Rk1+1

`(z1, z2)

)
`(z1, z2),

so that, using the same argument as at the end of the proof of Lemma 1.5.3 together
with the Taylor expansion for the cosine, the proof is completed.

The two previous lemmas show that the arc-length parametrization γ of Γ is such
that the estimate

C∗f(z) .M2(Cf)(z)

holds for every z ∈ Γ.
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Final remarks on the curve Γ.

The curve Γ that we studied in this section can be considered as an example of a critical
curve for which the main theorem holds. Indeed, another look at the estimates we
got tells that most of those concerning the geometry of the curve are close to being
sharp. Moreover, the �nite second di�erence |γ(x+ε)+γ(x−ε)−2γ(x)| has the right
decay we need; the choice of a slower decay for the angles αj causes worse estimates
for |α(x, ε)| and, hence, the �nite second di�erence estimate to fail. Let us notice that
the spiraling of Γ close to the point z0 also gives an idea of how the critical curves
may look like.

Asymptotically smooth curves that are not C1 may also be de�ned by means of
complex analysis (exploiting, for example, the results in [Pom78]) but we found a
constructive approach more convenient to our purposes.
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Chapter 2

Measures that de�ne a compact

Cauchy transform

2.1 Introduction

In what follows we will identify the plane with the complex �eld C. Let µ be a positive
Radon measure on C with compact support and without atoms. For ε > 0, f ∈ L1

loc(µ)
and z ∈ C we set

Cµ,εf(z) :=

ˆ
|z−w|>ε

f(w)

z − wdµ(w).

We de�ne the Cauchy transform operator Cµ in a principal value sense, i.e., as the
limit

Cµf(z) := lim
ε→0
Cµ,εf(z)

for every z such that the above limit exists. We say that the Cauchy transform is
bounded from L2(µ) to L2(µ) if the truncated operators Cµ,ε : L2(µ) → L2(µ) are
bounded uniformly in ε.

As a consequence of the work of Mattila and Verdera (see [MV09] or the book by
Tolsa [Tol14, Chapter 8]), the Cauchy transform is bounded from L2(µ) to L2(µ) if and
only if the truncated operators {Cµ,ε}ε converge as ε tends to 0 in the weak operator
topology of the space of bounded linear operators from L2(µ) to L2(µ). Moreover,
if we denote as Cwµ the limit of the aforementioned net, for all f ∈ L2(µ) and for µ-
almost every z, the principal value Cµf(z) exists and it coincides with Cwµ f(z). This is
a peculiarity of the Cauchy transform and it does not hold for every singular integral
operator. Now, it makes sense to introduce the following de�nition.

De�nition 2.1.1. We say that the Cauchy transform is compact from L2(µ) to L2(µ)
if it is bounded in L2(µ) and Cwµ is compact as an operator from L2(µ) to L2(µ).

As a consequence of the results we cited, one may replace Cwµ in De�nition 2.1.1
with the principal value Cµ. A useful tool to study the Cauchy transform of a measure
µ is the so-called Menger curvature c(µ), that was �rst related to the Cauchy transform
in [Mel95] and [MV95]. Denoting by R(z, w, ζ) the radius of the circumference passing
though z, w and ζ, and de�ning

c2
µ(z) :=

¨
1

R(z, w, ζ)2
dµ(w)dµ(ζ),

the Menger curvature of µ is de�ned as

c2(µ) :=

ˆ
c2
µ(z)dµ(z). (2.1.1)
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Let d, n ∈ N with n ≤ d. Given a cube Q in Rd, we denote by `(Q) its side length and
by

Θn
µ(Q) :=

µ(Q)

`(Q)n
(2.1.2)

its n-dimensional density. If z ∈ Rd, we de�ne the upper density of µ at z as

Θn,∗
µ (z) := lim sup

`(Q)→0
Θn
µ(Q), (2.1.3)

where Q spans over the cubes centered at z. Replacing the superior limit with the
inferior limit we get the de�nition of the lower density Θn

∗,µ(z). If Θn,∗
µ (z) = Θn

∗,µ(z),
we denote that common value as Θn

µ(z) and call it �density of µ at the point z". In
the case d = 2 and n = 1, for brevity we write Θµ(Q) := Θ1

µ(Q) and we omit the
index n from the notation for the upper and lower densities at any point.

The aim of the present work is to characterize the measures µ on the plane such
that its associated Cauchy transform de�nes a compact operator from L2(µ) into
L2(µ). Not much literature is available concerning compactness for singular integral
operators in the context of Euclidean spaces equipped with a measure di�erent from
the Lebesgue measure. We point out that a T (1)-like criterion for the compactness
of Calderón-Zygmund operators in Euclidean spaces is available due to the work of
Villarroya [Vil15].

We denote by K(L2(µ), L2(µ)) the space of compact linear operators from L2(µ)
to L2(µ). We will see that a crucial condition to get a compact Cauchy transform is
to require that

Θ∗µ(z) = 0

for every z ∈ C. Our main result is the following.

Theorem 2.1. Let µ be a compactly supported positive Radon measure on C without
atoms. The following conditions are equivalent:
(a) Cµ is compact from L2(µ) to L2(µ).
(b) the two following properties hold:

(1) Θ∗µ(z) = 0 uniformly, which means that the limit in (2.1.3) is 0 uniformly
in z ∈ C.

(2) c2(µ|Q)/µ(Q) → 0 as `(Q) → 0, where µ|Q stands for the restriction of µ
to the cube Q.

(c) the truncated operators Cµ,ε converge as ε→ 0 in the operator norm of the space
of bounded linear operators from L2(µ) to L2(µ).

We remark that the proof of the theorem relies on the T (1)-theorem for the Cauchy
transform (see [Tol14]) and that one could replace the cubes with balls in condition
(b), as well as in (2.1.2).

Theorem 2.1 can be generalized to higher dimensions taking into consideration the
n-Riesz transform Rnµ on Rd for n ≤ d in place of the Cauchy transform. If µ is a

compactly supported positive Radon measure on Rd without atoms, ε > 0, f ∈ L1
loc(µ)

and z ∈ Rd, the truncated Riesz transform is de�ned as

Rnµ,εf(z) :=

ˆ
|z−w|>ε

x− y
|x− y|n+1

f(y)dµ(y).

As in the case of the Cauchy transform, thanks again to the result in [MV09], the
weak limit Rn,wµ of Rnµ,ε as ε→ 0 exists provided the Rnµ,ε are uniformly bounded on
L2(µ), and we can understand the compactness of the Riesz transform as in De�nition
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2.1.1. The main di�erence with the Cauchy transform is that the only case in which
boundedness is known to imply that the principal value exists is for n = d− 1. This
is a consequence of [NTV14a].

In this more general context, Theorem 2.1 reads as follows.

Theorem 2.2. Let µ be a compactly supported positive Radon measure on Rd without
atoms. The following conditions are equivalent:
(a) Rnµ is compact from L2(µ) to L2(µ).
(b) the two following properties hold:

(1) Θn−1,∗
µ (z) = 0 uniformly in z ∈ Rd.

(2) ‖RnµχQ‖2L2(µ|Q)/µ(Q)→ 0 as `(Q)→ 0.

(c) the truncated operators Rnµ,ε converge as ε→ 0 in the operator norm of the space
of bounded linear operators from L2(µ) to L2(µ).

Theorem 2.2 can be proved with minor changes of the proof that we will discuss
for the case of the Cauchy transform. Combining condition (b) in Theorem 2.2 with
[MV09, Theorem 1.6], we can infer that if Rnµ is compact then the principal value
Rnµ(x) exists for µ-almost every x.

The work is structured as follows. In Section 2.2 we deal with two toy models:
�rst we show a direct proof of the non-compactness of the Cauchy transform of the
one dimensional Lebesgue measure on a segment. Then, we prove that the Cauchy
transform of a disc endowed with the planar Lebesgue measure is compact. We remark
that these two cases may be seen as direct consequences of Theorem 2.1 and they do
not enter its proof, at least directly. However, we think that studying them separately
may serve as a further motivation of the main theorem and it may help the reader in
understanding the reason why we drove our attention to conditions on the density of
the measure. In Section 2.3 we prove Theorem 2.1. As an application of this result,
Section 2.4 is devoted to the discussion of the case of the general planar Cantor sets.
We conclude the exposition with a remark on the generalization of the main theorem
to other singular integral operators.

2.2 The Cauchy transform on a segment and on the disc

It may be worth recalling the following property of compact operators: if X and Y are
Banach spaces, T : X → Y is a compact operator and {uk}k is a sequence in X such
that uk ⇀ u for some u ∈ X (weak convergence), then Tuk → Tu (strongly) in Y.We
will use this property both for the proof of the following proposition and for the proof
of the main theorem. Let us start by considering the Cauchy transform on a segment.
Given an interval I on the real line, we denote by H1 the 1-dimensional Hausdor�
measure and use the notation L2(I) := L2

(
H1|(I×{0})

)
. Without loss of generality, we

analyze the case I = [0, 1].

Proposition 2.2.1. Let µ := H1|([0,1]×{0}). The Cauchy transform Cµ is not a compact
operator from L2(µ) into L2(µ).

Proof. Let Cµ be the Cauchy transform of the measure µ := H1|([0,1]×{0}), acting on
functions belonging to L2([0, 1]).

For k ∈ N, let us de�ne the function fk : R→ R as

fk(x) := 2(k−1)/2
(
χ[1/2−2−k,1/2](x)− χ[1/2,1/2+2−k](x)

)
.
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Notice that ‖fk‖L2([0,1]) = ‖fk‖L2(R) = 1 and that {fk}k converges to 0 in the weak
topology of L2([0, 1]). However, {fk}k does not converge in the strong topology of
L2([0, 1]).

Let us denote by Hfk the Hilbert transform of fk

Hfk(x) := p. v

ˆ
fk(y)

x− ydy

for x ∈ R. We claim that Hfk does not converge to 0 in the strong topology of
L2([0, 1]). Hence Cµ = H is not compact in L2(µ).

A well known fact regarding Hilbert transform (see e.g. [Ste70]) is that

‖Hf‖L2(R) = π‖f‖L2(R)

for every f ∈ L2(R).
The following argument proves that ‖Cµfk‖L2([0,1]) = ‖Hfk‖L2([0,1]) tends to π for

k →∞.
It is enough to show that

‖Hfk‖2L2([1,+∞)) → 0 for k →∞ (2.2.1)

and
‖Hfk‖2L2((−∞,0]) → 0 for k →∞. (2.2.2)

To prove (2.2.1), �rst notice that for y ∈ supp fk and x ≥ 1, it holds that |x − y| ≥
|x− 3/4|. Then

‖Hfk‖2L2(1,+∞) =

ˆ +∞

1

∣∣∣ ˆ 1/2+2−k

1/2−2−k

fk(y)

x− ydy
∣∣∣2dx

≤
ˆ +∞

1

1

|x− 3
4 |2
( ˆ 1/2+2−k

1/2−2−k
|fk(y)|dy

)2
dx

≤ 2−k+1

ˆ +∞

1

1

|x− 3
4 |2

dx . 2−k,

which gives (2.2.1). The proof of (2.2.2) is analogous.

Now we turn to analyze the Cauchy transform on the disc. Let D := D(0, 1) =
{z ∈ C : |z| < 1} and let ε > 0. Let µ = dA be the 2-dimensional Lebesgue measure
restricted to D.

Lemma 2.2.1. The operator Cµ,ε : L2(dA)→ L2(dA) is compact for every ε > 0.

Proof. Let z, w ∈ C and letKε(z, w) := χD(z,ε)c(w)/(z − w). By the Hilbert-Schmidt's
Theorem (see [Bre11, Theorem 6.12]), to prove the lemma it is enough to show that
the integral ˆ

D
|Kε(z, w)|2dA(z)

converges. This occurs because

ˆ
D
|Kε(z, w)|2dA(z) ≤ A(D)

ε2
=

π

ε2
,

so the proof is complete.
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For f ∈ L2(dA) let us de�ne

Cεµf(z) := Cµf(z)− Cµ,εf(z).

By Lemma 2.2.1, to prove that Cµ belongs to K(L2(dA), L2(dA)) it su�ces to prove
that ‖Cεµ‖L2(dA)→L2(dA) → 0 as ε → 0. Indeed, this implies that {Cµ,ε}ε>0 converges
in operator norm to the Cauchy transform, which proves that it is compact.

For f ∈ L2(dA), a direct computation using polar coordinates gives

ˆ
D
|Cεµf(z)|2dA(z) =

ˆ
D

∣∣∣ ˆ
|z−w|<ε

f(w)

z − wdA(w)
∣∣∣2dA(z)

=

ˆ
D

∣∣∣ˆ 2π

0

ˆ ε

0
e−iθf(z + reiθ)χD(z + reiθ)drdθ

∣∣∣2dA(z)

≤
ˆ
D

ˆ 2π

0

ˆ ε

0
|f(z + reiθ)χD(z + reiθ)|2drdθdA(z)

≤ 2πε‖f‖2L2(dA),

where in the last inequality we used Fubini's Theorem. Hence

‖Cεµf‖L2(dA)→L2(dA) ≤ (2πε)1/2,

so Cµ ∈ K(L2(dA), L2(dA)).

Remark 3. The integral ˆ
B(0,1)

1

|z|dA(z) (2.2.3)

plays a crucial role in the proof of the compactness of the Cauchy transform of a
disc. When focusing on the general case in which dA is replaced by a measure µ,
one may be tempted to guess that we need a density condition which gives that the
analogue of (2.2.3) converges. This drives our attention to measures with zero linear
density, which we will prove to be a necessary condition for the Cauchy transform to
be compact.

2.3 The proof of Theorem 2.1

2.3.1 Necessary conditions for the compactness.

In order to prove the necessity of the conditions in Theorem 2.1, we argue by contra-
diction: assuming that there exists a sequence of cubes {Qj}j such that `(Qj) → 0
but lim sup Θ1

µ(Qj) > 0, we will prove that the Cauchy transform does not de�ne a
compact operator on L2(µ).

We recall that a necessary condition to have the L2(µ)-boundedness of Cµ is that
µ has linear growth (see [Dav91]). In particular we choose to denote by C0 a positive
constant such that

µ(Q) ≤ C0`(Q) (2.3.1)

for every cube in R2.
Suppose that we can �nd Θ > 0 and a sequence of cubes {Qj}j with `(Qj) → 0

such that
lim sup

j
Θ1
µ(Qj) = Θ.
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In particular, for every δ > 0 we can �nd a cube Q with `(Q) ≤ δ such that

Θ1
µ(Q) ≥ Θ

2
. (2.3.2)

This cube contains two disjoint cubes with the properties stated in the following
lemma. The proof of the lemma is a variant of the one in [Lég99, Lemma 2.3].

Lemma 2.3.1. Let Q be a cube of side length `(Q) such that Θ1
µ(Q) ≥ Θ/2. There

exist C1, C
′
1 ∈ N, both greater than 1 and depending on Θ and C0, such that we can

�nd two cubes Q′ and Q′′ with side lengths `(Q′) = `(Q′′) = `(Q)/C1 and with the
following properties

1. `(Q′) ≤ dist(Q′, Q′′) . C1`(Q
′).

2. min(µ(Q′), µ(Q′′)) ≥ `(Q)/C ′1 .

For example, one can choose C1 and C ′1 as C1 = 12C0Θ−1 and C ′1 = 123C2
0Θ−3.

In particular we remark that C1 and C ′1 are independent on `(Q).

Proof. Let us argue by contradiction. We split Q into a grid of C2
1 equal cubes of side

length `(Q)/C1 whose sides are parallel to the sides of Q; we denote this collection of
cubes as D. Let us assume that each couple of cubes Q′, Q′′ ∈ D, is such that either
they touch (so that dist(Q′, Q′′) = 0) or min(µ(Q′), µ(Q′′)) ≤ `(Q)/C ′1.

By construction we have that∑
Q̃∈D

µ(Q̃) = µ(Q) = Θ(Q)`(Q). (2.3.3)

Now let us consider the family

G :=
{
Q̃ ∈ D : µ(Q̃) ≥ `(Q)

C ′1

}
.

By hypothesis, all the cubes in G must be contained in a single cube of side length
3`(Q)/C1 that we denote as P. The growth condition (2.3.1) gives

µ(P ) ≤ C0`(P ) = 3C0`(Q)/C1,

so that ∑
Q̃∈G

µ(Q̃) ≤ 3
C0

C1
`(Q). (2.3.4)

For those cubes of D not belonging to G we can write∑
Q̃∈D\G

µ(Q̃) ≤ C2
1

C ′1
`(Q). (2.3.5)

By hypothesis we have that Θ(Q) ≥ Θ/2. Then, gathering (2.3.3), (2.3.4) and (2.3.5)
we get the inequality

C2
1

C ′1
+ 3

C0

C1
≥ Θ

2
. (2.3.6)

Choosing C1 and C ′1 big enough, (2.3.6) gives a contradiction. A possible choice is
the one reported below the statement of the lemma.

Remark 4. Choose C1 and C
′
1 as speci�ed after Lemma 2.3.1. Using the linear growth

of the measure µ, the condition (2) of Lemma 2.3.1 actually implies that Q′ and Q′′
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are such that ( Θ

12C0

)3
µ(Q) ≤ µ(Q′) ≤ µ(Q) (2.3.7)

and ( Θ

12C0

)3
µ(Q′) ≤ µ(Q′′) ≤

(12C0

Θ

)3
µ(Q′).

The same inequalities hold reversing the roles of Q′ and Q′′, so that µ(Q′), µ(Q′′) and
µ(Q) are all comparable with implicit constants depending on C0 and Θ.

As we have already pointed out, the values of C1 and C ′1 do not depend on `(Q).
So, we can apply Lemma 2.3.1 to cubes Q with `(Q) ≤ δ that verify (2.3.2) and, for
every δ > 0, we can �nd a couple of cubes as in the lemma. In particular, notice that
`(Q′) = `(Q′′)→ 0 for δ → 0. This will lead to a contradiction.

Given a cube P , we de�ne the function ϕP = χP /µ(P )1/2.We have that ‖ϕP ‖L2(µ) =
1 for every cube P and that

ϕQj ⇀ 0

weakly in L2(µ) for every sequence of cubes {Qj}j such that `(Qj)→ 0.
Now, taking Q, Q′ and Q′′ as in Lemma 2.3.1, we can write

|〈CµϕQ′ , ϕQ′′〉| ≤ ‖CµϕQ′‖L2(µ)‖ϕQ′′‖L2(µ) = ‖CµϕQ′‖L2(µ). (2.3.8)

The proof of the necessity of the density condition of Theorem 2.1 follows from (2.3.8)
if we can prove that |〈CµϕQ′ , ϕQ′′〉| is bounded from below by a positive constant
which does not depend on `(Q′); indeed, this would imply that ‖CµϕQ′‖L2(µ) does
not converge to 0 for `(Q′) → 0, which contradicts the compactness of the Cauchy
transform.

Lemma 2.3.2. Let Q, Q′ and Q′′ be as in Lemma 2.3.1. There exists a constant
c > 0, which depends only on Θ and C0, such that

c
µ(Q)

`(Q′)
≤ |〈CµϕQ′ , ϕQ′′〉|. (2.3.9)

Proof. Suppose without loss of generality that the centers of the cubes Q′ and Q′′ are
aligned with the real axis. Since Q′ and Q′′ are contained in Q we have that∣∣Re〈CµϕQ′ , ϕQ′′〉

∣∣ =
1(

µ(Q′)µ(Q′′)
)1/2 ∣∣Re〈CµχQ′ , χQ′′〉

∣∣
≥ 1

µ(Q)

∣∣Re〈CµχQ′ , χQ′′〉
∣∣. (2.3.10)

Suppose that Re(z − w) > 0 for every z ∈ Q′′ and w ∈ Q′. Then∣∣Re〈CµχQ′ , χQ′′〉
∣∣ =

∣∣∣Re

ˆ
Q′′
CµχQ′(z)dµ(z)

∣∣∣
=

ˆ
Q′′

ˆ
Q′

Re(z − w)

|z − w|2 dµ(w)dµ(z).

(2.3.11)

Lemma 2.3.1 ensures that, if z ∈ Q′′ and w ∈ Q′, we have that Re(z − w) ≥
dist(Q′, Q′′) ≥ `(Q′) and

|z − w| ≤ 2`(Q′) + 2`(Q′′) + 2 dist(Q′, Q′′) ≤ 4
(

1 +
6C0

Θ

)
`(Q′)
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so that, using (2.3.10), (2.3.11) and (2.3.7) we have

|Re〈CµχQ′ , χQ′′〉| ≥
1

16
(
1 + 6C0

Θ

)2 µ(Q′)µ(Q′′)

`(Q′)
≥ c(Θ, C0)

µ(Q)2

`(Q′)
, (2.3.12)

where c = c(Θ, C0) = Θ8(12C0)−6(4Θ + 24C0)−2. The Lemma follows from (2.3.12)
and (2.3.10).

The inequality (2.3.9) together with the condition (2) in Lemma 2.3.1 implies

|〈CµϕQ′ , ϕQ′′〉| ≥
c(Θ, C0)

C ′1
,

which is the bound from below we are looking for.
The following lemma gives other necessary conditions for the Cauchy transform of

a measure to be compact.

Lemma 2.3.3. Let µ be a compactly supported positive Radon measure on C without
atoms. Suppose that Cµ de�nes a compact operator from L2(µ) to L2(µ). Then

‖CµχQ‖2L2(µ|Q)

µ(Q)
→ 0 as `(Q)→ 0 (2.3.13)

and
c2(µ|Q)

µ(Q)
→ 0 as `(Q)→ 0. (2.3.14)

Proof. Let us �rst prove (2.3.13). Consider a sequence of cubes {Qj}j such that
`(Qj)→ 0 as j →∞. As before, if we de�ne ϕj := χQj/µ(Qj)

1/2, we have that

ϕj ⇀ 0

weakly in L2(µ). Then, since we suppose the Cauchy transform to be compact, we
have that

‖Cµϕj‖2L2(µ) → 0

for j →∞. The inequalities

‖CµχQj‖2L2(µ|Qj ) ≤ ‖CµχQj‖2L2(µ) ≤ µ(Qj)‖Cµϕj‖2L2(µ),

conclude the proof of (2.3.13).
Let Q be an arbitrary cube in R2. From a formula due to Tolsa and Verdera (see

[TV18b], Theorem 2) applied to the measure µ|Q, we have that

‖CµχQ‖2
L2
(
µ|Q
) =

π2

3

ˆ
Q
θµ(z)2dµ(z) +

1

6
c2(µ|Q). (2.3.15)

Since we suppose Cµ to be compact, we proved that θµ(z) = 0 for every z ∈ R2, so
that the integral in the right hand side of (2.3.15) vanishes and, using (2.3.13), we get
(2.3.14).

2.3.2 Su�cient conditions for the compactness.

The proof that we present now relies on the T (1)-theorem of David and Journe. More
speci�cally, we prove that proper truncates of the Cauchy transform are compact
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operators and, then, we estimate the operator norm of the di�erence between C and
those truncates.

Let µ be a positive Radon measure with compact support in C. Let z ∈ suppµ
and let Qz be a square containing the support of µ and centered at z. Let `(Qz)
denote its side length. For j ∈ N we denote as Qj(z) the square centered at z and
with side-length 2−j`(Qz). Moreover, we de�ne

∆j(z) := Qj(z) \Qj+1(z).

Exploiting Hilbert-Schmidt's Theorem, a proof analogous to the one of Lemma 2.2.1
shows that the truncated operator

Tjf(z) :=

ˆ
∆j(z)

f(w)

z − wdµ(w)

is a compact operator from L2(µ) to L2(µ). Let us de�ne

CNµ f(w) :=

N−1∑
j=0

Tjf(w)

and show that, under the hypothesis on the measure reported in the statement of
Theorem 2.1, it converges in the L2(µ)−L2(µ) operator norm to the Cauchy transform.
This will prove that Cµ ∈ K(L2(µ), L2(µ)).

The kernel of Cµ − CN−1
µ is localized, so in order to estimate the L2(µ)-norm of

this operator it su�ces to apply the T (1)-Theorem (see [Tol14, Chapter 3]) to testing
cubes contained in QN (z) with z ∈ supp(µ). More precisely, we can write

‖Cµ − CN−1
µ ‖L2(µ)→L2(µ) . sup

z∈suppµ
sup

Q̃⊆QN (z)

Θ(Q̃) + sup
z∈suppµ

sup
Q̃⊆QN (z)

‖Cχ
Q̃
‖L2(µ|

Q̃
)

µ(Q̃)1/2

≡ IN + IIN .

(2.3.16)

First, IN → 0 as N →∞ by the hypothesis (2) of Theorem 2.1 on the density of µ.
To show that IIN → 0 as N → ∞, it su�ces to recall formula (2.3.15), which

yields
‖CµχQ̃‖

2
L2(µ|

Q̃
) . c2(µ|

Q̃
).

The ratio c2(µ|
Q̃

)/µ(Q̃) has the correct behavior due to the condition (2) of Theorem

2.1. This concludes the proof of the equivalence of the conditions (a) and (b). In
order to complete the proof of the theorem, it su�ces to observe that the equivalence
of (b) and (c) follows from (2.3.16).

2.4 An example: a generalized planar Cantor set

As an application of Theorem 2.1 we analyze the particular case of the planar Cantor
sets (see e.g. [Gar72, p. 87]). Let Q0 := [0, 1]2 be the unit square and let λ := {λn}∞n=1

be a sequence of non-negative numbers such that 0 ≤ λn ≤ 1/2 for every n = 1, 2, . . ..
The Cantor set is de�ned by means of an inductive construction:
• de�ne 4 squares {Q1

j}4j=1 of side length λ1 such that each one of them contains

a distinct vertex of Q0 and call E1 := ∪4
j=1Q

1
j .
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• iterate the �rst step for each of the 4 cubes but using λ2 as a scaling factor.
As a result we get 24 = 16 squares of side length σ2 = λ1λ2. We denote those
squares as {Q2

j}j . Then, de�ne the second-step approximation of the Cantor set

as E2 := ∪24

j=1Q
2
j .

• as a result of n analogous iterations, at the n-th step we get a collection of 4n

cubes {Qnj }j whose side length is σn :=
∏n
j=1 λj and a set En := ∪4n

j=1Q
n
j .

The planar Cantor set is de�ned as

E = E(λ) :=

∞⋂
n=1

En.

We denote by p the canonical probability measure associated with E(λ). In particular,
p is uniquely identi�ed by imposing that p(Q) = 4−n for every square that composes
En. We denote by Cp the Cauchy transform associated with the measure p.

Let θk := 4−kσ−1
k . It is known (see e.g. [Tol14], Lemma 4.29) that for the proba-

bility measure on the Cantor set, it holds that

c2
p(x) ≈

∞∑
k=0

θ2
k

for every x ∈ E(λ).
As a consequence of Theorem 2.1, Cp is compact from L2(p) to L2(p) if and only

if
∑∞

k=0 θ
2
k converges. This condition holds if and only if Cp is bounded from L2(p) to

L2(p) (see [MTV03]).

2.5 A counterexample to Theorem 2.1 for other kernels

A natural question is to ask if any analogue of Theorem 2.1 holds also for other
singular integral operators of the form

Tf(z) =

ˆ
C
K(z, w)f(w)dµ(w),

where K is a kernel in a proper class and the singular integral operator has to be
understood in the usual sense. For a kernel good enough so that the T(1)-theorem
applies, similar considerations as the ones for the su�ciency in the proof of Theorem
2.1 apply. In particular, in order to have T is compact from L2(µ) to L2(µ) it su�ces
to require

1. Θ∗µ(z) = 0 for every z ∈ C.
2. ‖TχQ‖2L2(µ|Q)/µ(Q)→ 0 as `(Q)→ 0.

3. ‖T ∗χQ‖2L2(µ|Q)/µ(Q)→ 0 as `(Q)→ 0.

However, these conditions turn out not to be necessary even in easy cases. An im-
mediate example that shows that the density condition (1) is not necessary is the
operator with kernel

K(z, w) =
Im(z − w)

|z − w|2

and the measure µ = H1|((0,1)×{0}).
This operator (trivially) belongs to K(L2(µ), L2(µ)) even though µ has positive

linear density at each point of (0, 1)× {0}.
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Chapter 3

L2-boundedness of Gradients of
Single Layer Potentials and

Uniform Recti�ability

3.1 Introduction

The purpose of this chapter is to extend the solution of the codimension 1 David-
Semmes problem for the Riesz transform to operators de�ned by gradients of single
layer potentials associated with elliptic PDE's in divergence form with Hölder contin-
uous coe�cients. The single layer potential and its gradient play an important role
in the solvability of this type of equations and also in the study of the corresponding
elliptic measure. Recall that the David-Semmes problem deals with the connection
between the Riesz transforms and recti�ability. This was solved in 1996 for the 1-
dimensional Riesz transform (or equivalently, for the Cauchy transform) by Mattila,
Melnikov and Verdera in [MMV96] by using the connection between Menger curva-
ture and the Cauchy kernel. The case of codimension 1 was solved more recentely by
Nazarov, Tolsa and Volberg in [NTV14a] by di�erent methods, relying on the har-
monicity of the codimension 1 Riesz kernel. The David-Semmes problem is still open
in the remaining dimensions n ∈ [2, d− 2] in Rd.

Given a Borel measure µ in Rd (from now on we assume all measures to be Borel
in the present chapter), recall that its n-dimensional Riesz transform is de�ned by

Rnµ(x) =

ˆ
x− y

|x− y|n+1
dµ(y),

whenever the integral makes sense. Also, for a function f ∈ L1
loc(µ), we write

Rnµf(x) = Rn(fµ)(x).

The n-dimensional Hausdor� measure is denoted by Hn. A set E ⊂ Rd is called
n-recti�able if there are Lipschitz maps fi : Rn → Rd, i = 1, 2, . . ., such that

Hn
(
E \

⋃
i

fi(Rn)
)

= 0.

A set F is called purely n-unrecti�able if Hn(F ∩ E) = 0 for every n-recti�able set
E. As for sets, one can de�ne a notion of recti�abilty also for measures: a measure
µ is said to be n-recti�able if it vanishes outside an n-recti�able set E ⊂ Rd and,
moreover, it is absolutely continuous with respect to Hn|E .

In most of this work we deal with measures that present a certain degree of regu-
larity. A measure µ in Rd is called n-AD-regular (or just AD-regular or Ahlfors-David
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regular) if there exists some constant C0 > 0 such that

C−1
0 rn ≤ µ(B(x, r)) ≤ C0 r

n for all x ∈ supp(µ) and 0 < r ≤ diam(supp(µ)).

A set E ⊂ Rd is n-AD-regular if the measure Hn|E is n-AD-regular.
The set E is called uniformly n-recti�able if it is n-AD-regular and there exist

θ,M > 0 such that for all x ∈ E and all r > 0 there is a Lipschitz mapping g from
the ball Bn(0, r) in Rn to Rd with Lip(g) ≤M such that

Hn(E ∩B(x, r) ∩ g(Bn(0, r))) ≥ θrn.

A measure µ is called uniformly n-recti�able if it is n-AD-regular and its support is
uniformly n-recti�able.

It is easy to check that if a set (or a measure) is uniformly n-recti�able, then it is
also n-recti�able. The converse implication is false. In fact, uniform n-recti�ability is
a quantitative version of the notion of n-recti�ability introduced by David and Semmes
[DS93]. One of their motivations to introduce this notion was the desire to �nd a good
framework where one can study the L2(µ) boundedness of singular integral operators.
Indeed, they showed that if µ is n-AD-regular, the fact that µ is uniformly n-recti�able
is equivalent to the L2(µ)-boundedness of a su�ciently big class of singular integral
operators with an odd and smooth enough Calderón-Zygmund kernel. In particular,
if µ is uniformly n-recti�able, then the n-dimensional Riesz transform Rnµ is bounded
in L2(µ).

The David-Semmes problem consists in proving that the converse statement holds.
That is, that under the background assumption of n-AD-regularity on the measure µ,
the L2(µ) boundedness of the Riesz transform Rnµ implies the uniform n-recti�ability
of µ. As mentioned above, the answer is only known (and positive) in the cases n = 1
and n = d− 1 in Rd, by [MMV96] and [NTV14a], respectively.

The solution of the David-Semmes problem has had important applications to the
solution of other relevant questions. In the dimension 1 case in the plane, this has
played an essential role in the geometric characterization of removable singularities for
bounded analytic functions, and in particular in the solution of Vitushkin's conjecture
for sets with �nite length by David [Dav98]. In the codimension 1 case, the analogous
result involving the removable singularities for Lipschitz harmonic functions has been
solved in [NTV14b]. Other remarkable applications of the solution of the David-
Semmes problem in codimension 1 deal with the metric and geometric properties of
harmonic measure. In particular, this is a key ingredient in the recent solution of two
problems about harmonic measure raised by Christopher Bishop in the early 1990's
[Bis92]. The �rst one is the fact that the mutual absolute continuity of harmonic
measure for an open set Ω ⊂ Rn+1 with respect to the surface measure Hn in a subset
of ∂Ω implies the recti�ability of that subset [Azz+16c]. The second one is the solution
of the so called two-phase problem in the works [AMT17b] and [Azz+16d].

The results just mentioned also make sense for solutions of elliptic equations and
for the elliptic measure. So in view of potential applications, it is natural to try
to extend the solution of the David-Semmes problem to gradients of singular layer
potentials, which are the analogues of the Riesz transform in the context of elliptic
PDE's.

Next we introduce the precise ellipic PDE's in which we are interested. Let
A = (aij)1≤i,j≤n+1 be an (n + 1) × (n + 1) matrix whose entries aij : Rn+1 → R
are measurable functions in L∞(Rn+1). Assume also that there exists Λ > 0 such
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that

Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉, for all ξ ∈ Rn+1 and a.e. x ∈ Rn+1, (3.1.1)

〈A(x)ξ, η〉 ≤ Λ|ξ||η|, for all ξ, η ∈ Rn+1 and a.e. x ∈ Rn+1. (3.1.2)

We consider the elliptic equation

LAu(x) := −div (A(·)∇u(·)) (x) = 0, (3.1.3)

which should be understood in the distributional sense. We say that a function u ∈
W 1,2

loc (Ω) is a solution of (4.1.3) or LA-harmonic in an open set Ω ⊂ Rn+1 if

ˆ
A∇u · ∇ϕ = 0, for all ϕ ∈ C∞c (Ω).

We denote by EA(x, y), or just by E(x, y) when the matrix A is clear from the
context, the fundamental solution for LA in Rn+1, so that LAEA(·, y) = δy in the
distributional sense, where δy is the Dirac mass at the point y ∈ Rn+1. For a con-
struction of the fundamental solution under the assumption (4.1.1) and (4.1.2) on the
matrix A we refer to [HK07]. For a measure µ, the function f(x) =

´
EA(x, y) dµ(y)

is usually known as the single layer potential of µ. We consider the singular integral
operator T whose kernel is

K(x, y) = ∇1EA(x, y) (3.1.4)

(the subscript 1 means that we take the gradient with respect to the �rst variable),
so that

Tµ(x) =

ˆ
K(x, y) dµ(y) (3.1.5)

when x is away from supp(µ). That is, Tµ is the gradient of the single layer potential
of µ.

Given a function f ∈ L1
loc(µ), we set also

Tµf(x) = T (f µ)(x) =

ˆ
K(x, y)f(y) dµ(y), (3.1.6)

and, for ε > 0, we consider the ε-truncated version

Tεµ(x) =

ˆ
|x−y|>ε

K(x, y) dµ(y).

We also write Tµ,εf(x) = Tε(fµ)(x). We say that the operator Tµ is bounded in L2(µ)
if the operators Tµ,ε are bounded in L2(µ) uniformly on ε > 0.

In the special case when A is the identity matrix, −LA is the Laplacian and T
is the n-dimensional Riesz transform up to a constant factor depending only on the
dimension n.

Without any hypothesis on the smoothness of the coe�cients of the matrix A,
one cannot expect the kernel K(·, ·) in (4.1.4) to be of Calderón-Zygmund type, and
thus we need to impose some regularity condition on A. We say that the matrix A is
Hölder continuous with exponent α (or brie�y Cα continuous), if there exists α > 0
and Ch > 0 such that

|aij(x)− aij(y)| ≤ Ch|x− y|α for all x, y ∈ Rn+1 and 1 ≤ i, j ≤ n+ 1. (3.1.7)

Under this assumption on the coe�cients, the kernel K(·, ·) turns out to be locally
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of Calderón-Zygmund type (see Lemma 4.2.1 for more details). However, we remark
that in general K(·, ·) is neither homogeneous (of degree −n) nor antisymmetric (even
locally).

Our main result is the following.

Theorem 3.1. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A
be an elliptic matrix satisfying (4.1.1), (4.1.2) and (4.1.5), and let Tµ be the associated
operator given by (4.1). The operator Tµ is bounded in L2(µ) if and only if µ is
uniformly n-recti�able.

The assumption that µ is compactly supported in the theorem above is necessary
and it is due to the fact that the Cα continuity of the matrix A is a property which
is not scale invariant. We also remark that it is already known that Tµ is bounded in
L2(µ) if µ is uniformly n-recti�able (see Theorem 2.5 from [CMT19]). Our contribu-
tion is the converse statement.

Theorem 3.1 should be compared to a recent result obtained by Conde-Alonso,
Mourgoglou and Tolsa in [CMT19], which in a sense complements our theorem. The
precise result is the following.

Theorem 3.2 ([CMT19]). Let µ be a non-zero Borel measure in Rn+1. Let A be
an elliptic matrix satisfying (4.1.1), (4.1.2) and (4.1.5), and let Tµ be the associated

operator. Suppose that the upper density lim supr→0
µ(B(x,r))

(2r)n is positive µ-a.e. in Rn+1,

and the lower density lim infr→0
µ(B(x,r))

(2r)n vanishes µ-a.e. in Rn+1. Then Tµ is not

bounded in L2(µ).

Notice that, in the case µ = Hn|E , the assumptions on the upper and lower
densities in the theorem above imply that E is purely n-unrecti�able. This theorem
extends an analogous result proved previously by Eiderman, Nazarov and Volberg
[ENV14] for the n-dimensional Riesz transform.

Our proof of Theorem 3.1 follows the same scheme as the proof of the corresponding
result for the Riesz transform in [NTV14a]. In particular, it also relies on a variational
argument which uses the fact that LA-harmonic functions satisfy a maximum princi-
ple. It also uses the so-called BAUP criterion of David and Semmes [DS93, p. 139].
However, there are some important di�erences between our arguments and the ones
in [NTV14a]. An important one is that we use a martingale di�erence decomposition
in terms of the David-Semmes lattice, instead of the quasiorthogonality arguments in
[NTV14a]. We think that using a martingale decomposition makes the whole con-
struction much more transparent. Further, the quasiorthogonality arguments seem to
require the antisymmetry of the kernel, which does not hold in our case. On the other
hand, the fact that the matrix A is non-constant makes our arguments and estimates
more involved and technical. For example, the re�ection trick required to apply later
the variational argument is more delicate, as well as the approximation techniques
used to transfer estimates among di�erent measures (see Section 3.8 below). The
reader can �nd the scheme of the proof of Theorem 3.1 at the end of Section ??.

By combining Theorem 3.1 and Theorem A from [CMT19], we are also able to
derive the following recti�ability result for general sets.

Theorem 3.3. Let E ⊂ Rn+1 be a compact set with Hn(E) <∞. Let A and T be as
in Theorem 3.1. If THn|E is bounded in L2(Hn|E), then E is n-recti�able.

The analogous result in case that A is the identity and T is the n-dimensional Riesz
transform (modulo some constant factor) has been proved in [NTV14b]. Theorem
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3.3 is proved almost in the same way as in [NTV14b]: by an argument inspired by
a covering theorem of Pajot, one decomposes µ = Hn|E into a measure µ0 with
vanishing lower density and a countable collection of measures µk such that each µk
can be extended to another n-AD-regular measure µ̃k such that Tµ̃k is bounded in
L2(µ̃k). Theorem A implies that µ0 ≡ 0, and Theorem 3.1 implies that each measure
µ̃k is uniformly n-recti�able. The only speci�c feature of the Riesz kernel that is used
in [NTV14b] is its antisymmetry. As mentioned above, we cannot ensure that the
kernel K(·, ·) is antiosymmetric. However, this is not a problem in our case because
by Lemma 3.2.5 below it turns out that, for any measure µ with growth of degree
n (see (3.2.1) for the de�nition), Tµ is bounded in L2(µ) if and only if the operator

T
(a)
µ associated with the antisymmetric part of K(·, ·) is bounded in L2(µ). Then, in

order to prove Theorem 3.3 we just apply the same arguments as in [NTV14b] to T
(a)
µ

instead of the n-dimensional Riesz transform.

An important application of Theorem 3.3 deals with elliptic measure. Given a
Wiener regular open set Ω ⊂ Rn+1, the elliptic measure (or LA-harmonic measure)
for Ω with pole at p ∈ Ω is the probability measure ωpLA supported on ∂Ω such

that, for every f ∈ C0(∂Ω),
´
f dωpLA equals the value at p of the LA-harmonic

extension of f to Ω. For a basic reference on elliptic measure, see [HMT92], and for
some additional background see [Azz+16a, Section 2.4], for example. Analogously to
harmonic measure, the connection between the metric properties of elliptic measure
and the geometric properties of Ω (in particular, the recti�ability of ∂Ω) has been a
subject of intense investigation in the last years. See for example the works [Akm+17],
[Azz+16a], [Hof+15], [HMT10], [HMT], [Ken+16]. Our result in connection with
elliptic measure is the following.

Theorem 3.4. Let n ≥ 2 and let A be an elliptic matrix satisfying (4.1.1), (4.1.2)
and (4.1.5). Let Ω ( Rn+1 be a bounded open connected Wiener regular set, let p ∈ Ω,
and let ωpLA be the elliptic measure in Ω associated with LA, with pole p. Suppose that
there exists a set E ⊂ ∂Ω such that 0 < Hn(E) < ∞ and that the elliptic measure
ωpLA |E is absolutely continuous with respect to Hn|E. Then ωpLA |E is n-recti�able.

Remark that ωpLA |E being n-recti�able means that it is concentrated on an n-
recti�able set and it is absolutely continuous with respect to Hn|E . In the case of
−LA being the Laplacian and ωLA the harmonic measure, the same result has been
proved in [Azz+16c], and it can be considered as a kind of converse of the famous
Riesz brothers theorem on harmonic measure in planar simply connected domains.
The preceding result follows from Theorem 3.3 by essentially the same arguments as
the ones for harmonic measure in [Azz+16c]. Nevertheless, for the reader's convenience
the arguments are sketched in the �nal Section 3.12.

3.2 Preliminaries

3.2.1 General notation

We use the standard notation a . b if there is a �xed constant C > 0 (depending on
other �xed parameters, such as the ambient dimension) such that a ≤ Cb. To make
the dependence of the constant on a parameter t explicit, we will also write a .t b.
We will also write b & a if a . b and a ≈ b if both a . b and b . a.

We use the notation B(x, r) for the open ball in Rn+1 centered at x of radius r.
For a ball B = B(x, r) and a > 0 we write aB = B(x, ar) for the centered rescaling
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of the ball. For 0 < r < R, we denote by

A(x, r,R) := {y ∈ Rn+1 : r < |x− y| < R}

the open annulus centered at x with radii r and R. Also, given t > 0 and a set E, we
write

Ut(E) := {x ∈ Rn+1 : dist(x,E) ≤ t}
for the closed t-neighborhood of E.

Given a measure µ, we write 〈·, ·〉µ for the scalar product in L2(µ) and mµ,Ef :=
µ(E)−1

´
E fdµ for the µ-average of a measurable function f on a set E.

We denote by AD(C0,Rd) the set of n-AD-regular measures on Rd with constant
C0. We say that µ has growth of degree n (or n-growth) if

µ(B(x, r)) ≤ C rn for all x ∈ Rn+1. (3.2.1)

We denote the Lebesgue measure in Rn+1 by Ln+1. Quite often we will also use the
standard notations dx or dy when integrating against this measure.

Given a matrix A(·) with variable coe�cients, we denote by AT (·) its transpose.

3.2.2 David-Semmes dyadic cubes

In this section we collect some standard de�nitions and results that we need through-
out the rest of the chapter. Let us start by introducing a dyadic system of (so-called)
cubes associated with an AD-regular measure µ. They were introduced by David (see
[Dav88], [Dav91, Appendix 1] and also the work of Christ [Chr90]). We remark that
in the general case they are not euclidean cubes, so that in case of ambiguity we also
refer to them as David-Semmes cubes or µ-cubes.

De�nition 3.2.1 (David-Semmes lattice Dµ). Let µ ∈ AD(C0,Rn+1). The David
and Semmes' lattice Dµ associated with µ is a countable disjoint union of families of
Borel sets, that we denote as Djµ . The elements of Djµ are called dyadic µ-cubes (or
just cubes) of the j-th generation and satisfy the following properties:

1. Djµ is a partition of suppµ. This means that suppµ =
⋃
Q∈Djµ Q and Q∩Q′ = ∅

for every Q,Q′ ∈ Djµ with Q 6= Q′.

2. If Q ∈ Djµ and Q′ ∈ Dkµ for k ≥ j, then either Q′ ⊂ Q or Q ∩Q′ = ∅.
3. For every k and Q ∈ Dkµ we have

2−k . diamQ ≤ 2−k

and
µ(Q) ≈ 2−kn.

4. The cubes have thin boundary, i.e. there exist two constants C, γ0 > 0 depending
on C0 and the dimension n such that for every ε > 0 and Q ∈ Dkµ we have

µ{x ∈ Q : dist(x, suppµ \Q) < ε2−k}
+ µ{x ∈ suppµ \Q : dist(x,Q) < ε2−k} ≤ Cεγ0µ(Q).

(3.2.2)

5. For Q ∈ Dkµ there exists a point xQ ∈ Q, also called center of Q, such that

dist(xQ, suppµ \Q) & 2−k.



3.2. Preliminaries 53

We need to associate a typical side length to each cube. For Q ∈ Dkµ, the natural
temptation is to de�ne `(Q) := 2−k. However, we have to take into account that a
cube may belong to Djµ ∩Dkµ for some j 6= k. A solution to this problem is to think
about a cube as a couple (Q, k), so that the side length is now well de�ned. Bearing
this in mind, in what follows we decide to omit this occurrence and simply indicate a
cube by Q. We also associate the ball BQ := B(xQ, `(Q)) with Q.

For Q ∈ Dkµ, we denote by

Ch(Q) := {P ∈ Dk+1
µ : P ⊂ Q}

the family of children of Q.

3.2.3 β and α-numbers

Let us consider a ball B = B(x, r) ⊂ Rn+1 and a Radon measure µ. For a hyperplane
L in Rn+1, we set

βLµ (B) := sup
x∈suppµ∩B

dist(x, L)

r
, βLµ,1(B) :=

1

rn

ˆ
B

dist(x, L)

r
dµ(x),

and taking the in�mum over all the hyperplanes L in Rn+1, we de�ne

βµ(B) := inf
L
βLµ (B), βµ,1(B) := inf

L
βLµ,1(B).

Let µ, ν be two Radon measures on Rn+1. We de�ne the distance

dB(µ, ν) = sup
f

ˆ
fd(µ− ν),

where the supremum is taken over all 1-Lipschitz functions whose support is contained
in B. Given a hyperplane L, we de�ne

αLµ(B) :=
1

rn+1
inf
c≥0

dB(µ, cHn|L)

and
αµ(B) := inf

L
αLµ(B),

where the in�mum is taken over all hyperplanes.
For an n-AD-regular measure µ and a ball B such that 1

2B ∩ suppµ 6= ∅, the
following inequalities are standard (see [DS93, p. 27] and [Tol09]):

βLµ (B)n+1 . βLµ,1
(

3
2B
)
. αLµ(2B).

Given a hyperplane H through the origin, we also denote

β(H)
µ (B) = inf

L
βLµ (B), α(H)

µ (B) = inf
L
αLµ(B),

where in both cases the in�mum is taken over all hyperplanes L which are parallel to
H.

3.2.4 Carleson packing condition and Riesz families

The following are standard de�nitions.
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De�nition 3.2.2 (Carleson packing condition). We say that F ⊂ Dµ is a Carleson
family if there exists a constant C > 0 such that for every P ∈ Dµ we have∑

Q∈F , Q⊂P
µ(Q) ≤ Cµ(P ).

De�nition 3.2.3 (Riesz families and Riesz systems). Let {ψQ}Q∈Dµ be a family of
functions in L2(µ). We say that {ψQ}Q∈Dµ forms a Riesz family with constant C > 0
if ∥∥∥∥ ∑

Q∈Dµ

aQψQ

∥∥∥∥2

L2(µ)

≤ C
∑
Q∈Dµ

a2
Q

for any sequence {aQ}Q of real numbers with �nitely many non-zero terms. The family
{ΨQ}Q∈Dµ of sets of functions is said to be a Riesz system with constant C > 0 if
{ψQ}Q∈Dµ is a Riesz family with constant C for every choice of ψQ ∈ ΨQ.

A particular Riesz system that is useful for our purposes is the so-called Haar
system. Let N be a positive integer. Given Q ∈ Dµ and C > 0, we de�ne ΨHaar

Q (N)
as the set of functions ψ such that

1. suppψ ⊂ Q.
2. ψ is constant on every µ-cube Q′ which is N levels down from Q.
3.

´
ψdµ = 0 and

´
ψ2dµ ≤ C.

The set of functions ΨHaar
Q (N) forms a Riesz family with constant C.

Let {ΨQ}Q∈Dµ be a Riesz system. For any Q ∈ Dµ and M̃ > 1 we de�ne

ξ
M̃

(Q) := inf
E:E⊃M̃BQ
µ(E)<+∞

,
sup
ψ∈ΨQ

µ(Q)−1/2|〈TµχE , ψ〉µ|.

Lemma 3.2.1. Let δ > 0 and M̃ > 1. If Tµ is bounded in L2(µ), then the family

Fδ := {Q ∈ Dµ : ξ
M̃

(Q) > δ}

is Carleson.

Proof. See [NTV14a, Section 14]. There the proof is presented in the case of the Riesz
transform, but it works without any di�erence in our framework.

3.2.5 Partial Di�erential Equations

For any uniformly elliptic matrix A with Hölder continuous coe�cients, one can show
that K(x, y) = ∇1 E(x, y) is locally a Calderón-Zygmund kernel:

Lemma 3.2.2. Let A be an elliptic matrix with Hölder continuous coe�cients sat-
isfying (4.1.1), (4.1.2) and (4.1.5). If K(·, ·) is given by (4.1.4), then it is locally a
Calderón-Zygmund kernel. That is, for any given R > 0,
(a) |K(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R.
(b) |K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)| . |y − y′|α|x− y|−n−α for all y, y′ ∈

B(x,R) with 2|y − y′| ≤ |x− y|.
(c) |K(x, y)| . |x− y|(1−n)/2 for all x, y ∈ Rn+1 with |x− y| ≥ 1.

All the implicit constants in (a), (b) and (c) depend on Λ and Ch, while the ones in
(a) and (b) depend also on R.

The statements above are rather standard. For more details, see Lemma 2.1 from
[CMT19].
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Let ωn denote the surface measure of the unit sphere of Rn+1. For any elliptic
matrix A0 with constant coe�cients, we have an explicit expression for the funda-
mental solution of LA0 , which we denote by Θ(x, y;A0). More precisely, Θ(x, y;A0) =
Θ(x− y;A0) with

Θ(z;A0) = Θ(z;A0,s) =



−1

(n− 1)ωn
√

detA0,s

1

(A−1
0,sz · z)(n−1)/2

for n ≥ 3,

1

4π
√

detA0,s

log
(
A−1

0,sz · z
)

for n = 2,

(3.2.3)
where A0,s is the symmetric part of A0, that is, A0,s = 1

2(A+AT ).
As a consequence of (4.2.3), we have

∇Θ(z;A0) =
1

ωn
√

detA0,s

A−1
0,sz

(A−1
0,sz · z)(n+1)/2

. (3.2.4)

The next result is proven in Lemma 2.2 of [KS11].

Lemma 3.2.3. Let A be an elliptic matrix with Hölder continuous coe�cients satis-
fying (4.1.1), (4.1.2) and (4.1.5). Let also Θ(·, ·; ·) be given by (4.2.3). Then, for all
x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R,

1. |EA(x, y)−Θ(x, y;A(x))| . |x− y|α−n+1,
2. |∇1EA(x, y)−∇1Θ(x, y;A(x))| . |x− y|α−n,
3. |∇1EA(x, y)−∇1Θ(x, y;A(y))| . |x− y|α−n.

Similar inequalities hold if we reverse the roles of x and y and we replace ∇1 by ∇2.
All the implicit constants depend on Λ, Ch, and R.

The following lemma is an easy consequence of the preceding result.

Lemma 3.2.4. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A
be an elliptic matrix satisfying (4.1.1), (4.1.2) and (4.1.5), and let Tµ be the associated
operator given by (4.1). Let As = 1

2(A + AT ) be the symmetric part of A. Consider
the operator

T sµf(x) =

ˆ
∇1 EAs(x, y) f(y) dµ(y).

Then, Tµ − T sµ is compact in Lp(µ), for 1 < p < ∞. In particular, Tµ is bounded in
L2(µ) if and only if T sµ is bounded in L2(µ).

Recall that EAs stands for the fundamental solution of LAsu := −div (As∇u) .

Proof. For any function f ∈ Lp(µ), we have

Tµf(x)− T sµf(x) =

ˆ (
∇1EA(x, y)−∇1EAs(x, y)

)
f(y) dµ(y).

By (4.2.3) Θ(x, y;A(x)) = Θ(x, y;As(x)) and thus, by Lemma 4.2.2, the kernel of
Tµ − T sµ satis�es, for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R,

|∇1EA(x, y)−∇1EAs(x, y)| ≤ |∇1EA(x, y)−∇1Θ(x, y;A(x))|
+ |∇1Θ(x, y;As(x))−∇1EAs(x, y)|

.
1

|x− y|n−α .
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By standard arguments, using the AD-regularity of µ, this implies that Tµ − T sµ is
compact, and thus bounded in Lp(µ).

Because of the preceding lemma, it is clear that to prove Theorem 3.1 we can
assume that the matrix A is symmetric. So in the rest of the chapter we will assume
A to be symmetric.

By almost the same arguments as above we derive that∣∣∇1EA(x, y)+∇1EA(y, x)
∣∣ . 1

|x− y|n−α for all x, y ∈ Rn+1, x 6= y, and |x− y| ≤ R.
(3.2.5)

So, modulo the regularizing kernel |x− y|−(n−α), ∇1EA(x, y) behaves as if it were
antisymmetric. In particular, we have the following result.

Lemma 3.2.5. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A
be an elliptic matrix satisfying (4.1.1), (4.1.2) and (4.1.5), and let Tµ be the associated
operator given by (4.1), with kernel K(x, y) = ∇1EA(x, y). Consider the antisymmet-

ric operator T (a)
µ and the symmetric operator T (s)

µ associated with the kernels

K(a)(x, y) =
1

2

(
K(x, y)−K(y, x)

)
and K(s)(x, y) =

1

2

(
K(x, y) +K(y, x)

)
respectively, so that Tµ = T

(a)
µ + T

(s)
µ . Then the operator T (s)

µ is compact in Lp(µ),

for 1 < p < ∞. In particular, Tµ is bounded in L2(µ) if and only if T (a)
µ is bounded

in L2(µ).

Contrarily to the natural temptation at this point, in the rest of the chapter we
do not assume the kernel to be antisymmetic. This is because our proof heavily relies
on a maximum principle (see, for example, Lemma 3.11.2), which cannot be ensured
to hold if we work just with the antisymmetric part.

From Lemma 3.2.5 we derive the existence of a �weak limit operator�.

Proposition 3.2.1. Let µ be a compactly supported n-AD-regular measure in Rn+1.
Let A be an elliptic matrix satisfying (4.1.1), (4.1.2) and (4.1.5), and let Tµ be the
associated operator given by (4.1). Suppose that Tµ is bounded in L2(µ). Then, for
all 1 < p < ∞ and f ∈ Lp(µ), Tµ,εf has a weak limit in Lp(µ) as ε → 0. Further,
denoting by Twµ f such a weak limit, the operator Twµ is bounded in Lp(µ) for 1 < p <∞
and, for all f ∈ Lp(µ),

Tµf(x) = Twµ f(x) for µ-a.e. x ∈ suppµ \ supp f .

Recall that saying that Tµ,εf has a weak limit Twµ f in Lp(µ) as ε→ 0 means that

for all g ∈ Lp′(µ),

lim
ε→0

ˆ
Tµ,εf g dµ =

ˆ
Twµ f g dµ.

Proof. Consider the antisymmetric and symmetric operators T
(a)
µ , T

(s)
µ from Lemma

3.2.5, so that, for all ε > 0,

Tµ,εf = T (a)
µ,ε f + T (s)

µ,εf.

Since T
(a)
µ is antisymmetric, for all f ∈ Lp(µ), 1 < p < ∞, the functions T

(a)
µ,ε f

converge weakly in Lp(µ) as ε → 0. This was shown by Mattila and Verdera in
[MV95] and an alternative argument is provided in [NTV14a].
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Concerning the symmetric operator T
(s)
µ , from the estimate (3.2.5) it easily follows

that T
(s)
µ,εf converges to T

(s)
µ f = T

(s)
µ,0f strongly in L

p(µ), and thus also weakly in Lp(µ).
Hence, Tµ,εf admits a weak limit in Lp(µ) as ε→ 0.

The last statement in the lemma follows by standard arguments.

From now on, for µ and Tµ as above, when Tµ is bounded in L2(µ) we will identify
Tµ with the weak limit operator Twµ , so that for any function f ∈ Lp(µ), Tµf makes
sense as a function in Lp(µ).

3.3 The �attening lemmas and the alternating layers

From this section until the end of Section 3.11 we assume that µ is an n-AD-regular
measure with compact support and that Tµ is bounded in L2(µ). In order to prove
Theorem 3.1 we have to show that µ is uniformly n-recti�able.

3.3.1 Existence of balls with small β-number

We want to prove that in any ball centered at a point of suppµ either we can �nd a
ball, which is not too small, in which the measure is very �at or we have a lower bound
for a regularized two-sided truncation of Tµ at some point and at proper scales.

Let ψ0 : [0,+∞) → [0, 1] be a continuous function such that ψ0(x) = 1 for x ≤ 1
and ψ0(x) = 0 for x ≥ 2. For z ∈ Rn+1 and 0 < r1 < r2, we de�ne

ψz,r1,r2(x) := ψ0

( |z − x|
r2

)
− ψ0

( |z − x|
r1

)
.

We have that suppψz,r1,r2 ⊂ B(z, r2) \B(z, r1) and 0 ≤ ψz,r1,r2 ≤ 1. The proof of the
following lemma relies on a touching point argument and it is based on the scheme
of the proof of [Tol15, Lemma 3.3]. We remark that this can also be proved via a
variation on the blow-up argument in [NTV14a, Lemma 5].

Lemma 3.3.1. Let µ ∈ AD(C0,Rn+1), R ≤ 4 and let B = B(x,R) be a ball centered
at suppµ. Let K, ε > 0. There is ρ = ρ(K, ε,C0) small enough such that at least one
of the two following conditions is veri�ed:

1. There exists a ball B(x′, r) ⊂ B(x,R) centered at suppµ with r ∈ [ρR,R] such
that

βµ(B(x′, r)) ≤ ε.
2. There is a point z ∈ suppµ ∩B(x,R/4) and r ∈ [ρR,R], such that

|T (ψz,ρR,rµ)(z)| > K.

Before reporting the proof, we remark that the assumption R ≤ 4 in the statement
of the lemma is justi�ed by the fact that we are interested in applying this result to
the balls associated with David-Semmes cubes with small enough side length.

Proof. Suppose that the alternative (1) in the statement of the lemma does not hold.
Then

βµ(B(x′, r)) > ε (3.3.1)

for every x′ ∈ suppµ ∩B and r ∈ [ρR,R] such that B(x′, r) ⊂ B.
Being the measure µ n-AD-regular, by standard arguments it follows that there

exists an open ball B′ contained in 1
4B such that B′ ∩ suppµ = ∅ and r(B′) ≥ c1R

with c1 = c1(n,C0). Possibly by taking a dilation of this ball, we can suppose that
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B′ ∩ suppµ = ∅ but there is at least a point z ∈ ∂B′ ∩ suppµ. Without loss of
generality, let z = 0 and suppose that ~n := (0, . . . , 0, 1) is the outer normal vector to
∂B′ at z. Since B′ ⊂ 1

4B, we also have that r(B′) ≤ R/4.
We denote by L the hyperplane {x : x·~n = 0}, by U the upper half space {x : x·~n >

0} and by D the lower one D := Rn+1 \ (U ∪ L). For 0 < ρ � 1 to be chosen later
and for j ≥ 0, we denote by Bj the ball centered at 0 and with radius

r(Bj) :=
(2

ε

)j
ρR.

Let j be such that r(Bj) ≤ r(B′). Short geometric computations prove the inequality

dist(y, L) ≤ 1

2

r(Bj)
2

r(B′)
for every y ∈ D ∩Bj \B′. (3.3.2)

We denote ~v := A(0)T~n. Using the de�nition of ~v and (4.2), we get that there
exists c2 > 0 such that

~v · ∇1Θ(0, y;A(0)) ≥ c2
~v ·A(0)−1y

|y|n+1
= c2

~n · y
|y|n+1

> 0 for every y ∈ U . (3.3.3)

Choose now an integer N > 1 such that r := r(BN ) ≤ r(B′). As a direct application
of Lemma 4.2.2 and the growth of µ, we can �nd two constants c3, c

′
3 > 0 such that∣∣∣ ˆ

D∩B(0,r)
~v ·
(
∇1 E(0, y)−∇1Θ(0, y;A(0))

)
ψ0,ρR,r(y)dµ(y)

∣∣∣
≤ c′3

ˆ
D∩B

1

|y|n−αdµ(y) ≤ c3R
α.

(3.3.4)

Let χ0,r1,r2 be the characteristic function of the annulus centered at 0 with inner and
outer radius r1 and r2 respectively. Then, choosing ρ small enough to get r > 2ρR
and using (3.3.3), we have that

ˆ
U∩B(0,r)

~v · ∇1Θ(0, y;A(0))ψ0,ρR,r(y)dµ(y)

≥
ˆ
U∩B(0,r)

~v · ∇1Θ(0, y;A(0))χ0,2ρR,r(y)dµ(y).

(3.3.5)

Since βµ(Bj) ≥ ε by hypothesis (3.3.1), we have that there exists y ∈ suppµ ∩ Bj
whose distance from L is greater than εr(Bj). As a consequence of (3.3.2), the point
y cannot belong to D if

ε r(Bj) ≥
1

2

r(Bj)
2

r(B′)
,

which implies that y ∈ U ∩Bj for every r(Bj) ≤ 2εr(B′). Since µ ∈ AD(n,C0,Rn+1),
assuming ε small enough if necessary, it follows that

µ
(
U ∩Bj+1 \ (Bj−1 ∪ Uεr(Bj)/2(L))

)
≥ C−1

0 c(ε)r(Bj)
n,
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for some constant c(ε) > 0, where Uεr(Bj)/2(L) stands for the εr(Bj)/2-neighborhood
of L. Taking into account (3.3.3), for j ≥ 0 we deduce that

ˆ
U∩Bj+1\Bj−1

~v · ∇1Θ(0, y;A(0))dµ(y)

≥ µ
(
U ∩Bj+1 \ (Bj−1 ∪ Uεr(Bj)/2(L))

) εr(Bj)

2r(Bj−1)n+1

≥ C−1
0 c(ε).

for some constant c(ε). Therefore

ˆ
U∩B(0,r)

~v · ∇1Θ(0, y;A(0))χ0,2ρR,r(y)dµ(y)

=

N∑
j=1

ˆ
U∩Bj\Bj−1

~v · ∇1Θ(0, y;A(0))dµ(y) ≥ C−1
0

N−1∑
j=2

c(ε) = C−1
0 c(ε)(N − 2).

(3.3.6)

Now we need to study the analogous integrals for the lower half-space. As in (3.3.4),
we have∣∣∣ˆ

U∩B(0,r)
~v ·
(
∇1 E(0, y)−∇1Θ(0, y;A(0))

)
ψ0,ρR,r(y)dµ(y)

∣∣∣ ≤ c4R
α (3.3.7)

for some c4 > 0. Moreover, by (3.3.2) and the growth of µ,

N∑
j=1

∣∣∣ˆ
D∩Bj\Bj−1

~v · ∇1Θ(0, y;A(0))dµ(y)
∣∣∣

≤ c5

N∑
j=1

∣∣∣ˆ
D∩Bj\Bj−1

dist(y, L)

|y|n+1
dµ(y)

∣∣∣ ≤ c5C0c(ε)

N∑
j=1

r(Bj)

r(B′)
≤ C0c6(ε).

(3.3.8)

Gathering (3.3.4), (3.3.5), (3.3.6), (3.3.7) and (3.3.8) we get

~v · T (ψz,ρR,rµ)(z) ≥ C−1
0 c(ε)(N − 2)− (c3 + c4)Rα − C0c6(ε),

which gives the desired estimate for N big enough (which forces ρ to be small enough).

3.3.2 Existence of balls and cubes with small α-number

For a euclidean cube Q of side length `(Q) and given an hyperplane L, we de�ne

αLµ(Q) :=
1

`(Q)n+1
inf
c≥0

dQ(µ, cHn|L),

where dQ is de�ned as in (3.2.3) and

αµ(Q) := inf
L
αLµ(Q),

where the in�mum is taken over all hyperplanes.

Lemma 3.3.2 (Existence of α-�at euclidean cubes). Let µ ∈ AD(C0,Rn+1). For all
M ′ > 10 and ε′ > 0, there is ε small enough such that the following holds. If the ball
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B = B(x, r) is such that βLµ (B) < ε for some a�ne hyperplane L passing through x,
then there exists a euclidean cube Q such that
• 3M ′Q ⊂ B.
• there is a constant ρ0 = ρ0(ε′) such that ρ0r ≤ `(Q) ≤ r/M ′.
• there exists a positive constant C ′0 = C ′0(C0, n) such that µ(Q) ≥ C ′−1

0 `(Q)n and
Q has C ′0-thin boundary, i.e.

µ
(
{x ∈ 2Q : dist(x, ∂Q) ≤ λ`(Q)}

)
≤ C ′0λµ(2Q) for all λ > 0.

• αLµ(3M ′Q) ≤ ε′.
Proof. See [GT18, Lemma 3.2]. We remark that this lemma was originally stated in
a more general setting than the one of AD-regular measures.

As a consequence of Lemma 3.3.2 we have the following.

Lemma 3.3.3 (Existence of α-�at balls). Let µ ∈ AD(C0,Rn+1). Let B = B(x, r) be
a ball centered at x ∈ suppµ with βLµ (B) < ε for some hyperplane L and some ε small

enough. For every M > 10 and ε̃ > 0, if ε is small enough there exists B̃ = B(x̃, r̃)
with x̃ ∈ suppµ such that:

1. MB̃ ⊂ B(x, r).
2. r̃ > σr for some constant σ depending on ε̃.
3. αLµ(MB̃) ≤ ε̃.

Proof. LetM ′ ≥ max{M, 10} and let ε′ > 0 to be chosen later. Let Q,C ′0 and ρ0 be as
in Lemma 3.3.2. Since Q has C ′0-thin boundary, the measure µ cannot be concentrated
in a too small neighborhood of ∂Q. Indeed, suppose that µ(Q \Qλ) = 0. For λ > 0,
using the AD-regularity and Lemma 3.3.2, we have

µ(Q) ≤ µ(Qλ) ≤ λC ′0µ(2Q) . λC0C
′
0`(Q)n

and
C ′−1

0 `(Q)n ≤ µ(Q),

so that λ & C−1
0 C ′−2

0 . This leads to a contradiction for λ small enough, depending
just on C0 and C ′0.

Thus, there exists a point z̃ ∈ suppµ such that dist(z̃, ∂Q) > σ′`(Q) for some
constant σ′ > 0 depending on C0 and n.

De�ne r̃ := dist(z̃, ∂Q) and B̃ := B(z̃, r̃). The �rst point of the lemma is satis�ed
with σ = σ′ρ0. The point (2) is also true by construction, since B(x̃,Mr̃) ⊂ 3M ′Q ⊂
B(x, r).

We are left to prove that we can choose ε′ and M ′ such that (3) is veri�ed, too.
This follows easily after observing that

αLµ(B(x̃,Mr̃)) =
1

(Mr̃)n+1
inf
c≥0

dB(µ, cHn|L)

≤
(3M ′`(Q)

Mr̃

)n+1 1

(3M ′`(Q))n+1
inf
c≥0

d3M ′Q(µ, cHn|L) <
(3M ′

Mσ

)n+1
ε′.

The proof is completed by choosing ε′ and M ′ such that (3M ′/Mσ)n+1ε′ ≤ ε̃.

Our proof of the existence of balls and cubes with small α-number relies on the
following result by Girela-Sarrión and Tolsa.

Note that the L2(µ)-boundedness of any singular integral operator is not required
in the previous lemma, so the statement is purely geometric.
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The scheme of the proof of the next lemma resembles that of [NTV14a, Section
15].

Lemma 3.3.4. For every M > 1 and ε̄ > 0 there exist an integer N , a �nite set H
of hyperplanes through the origin and a Carleson family F ⊂ Dµ with the following
property. If P ∈ Dµ \F , there exist H ∈ H and a cube Q ⊂ P at most N levels down
from P for which

α(H)
µ

(
MBQ

)
≤ ε̄. (3.3.9)

Proof. The idea is to combine Lemma 3.3.1 and Lemma 3.3.3. We �x a cube and we
show that either the condition (1) in Lemma 3.3.1 is veri�ed, so that we can �nd a
ball with small β-number and apply Lemma 3.3.3, or the cube belongs to a Carleson
family. We de�ne the family F as the collection of cubes for which condition (1) in
Lemma 3.3.1 does not apply.

Let P ∈ Dµ and let R := `(P ). Let ε and K be as in Lemma 3.3.1, to be chosen
later. We analyze the two di�erent cases starting from the ��at" one.

Case (1).

Suppose that there is ρ > 0 such that r > ρR and we can �nd a ballB(z, r) ⊂ B(xP , R)
with

βLµ (B(z, r)) ≤ ε
for some hyperplane L. Let H be a hyperplane through the origin whose normal spans
an angle at most ε with the normal to L. Elementary geometric considerations lead
to

β(H)
µ (B(z, r)) ≤ 2ε.

It is possible to suppose that H belongs to a �nite family H of hyperplanes: it su�ces
to de�ne H as the family of hyperplanes whose normal vectors form an ε-net on the
unit sphere Sn.

By Lemma 3.3.3 for every ε̃ > 0 to be chosen later and ε small enough (depending
on ε̃) there are σ > 0 and a ball B(z̃, 2(M + 2)r̃) such that r̃ > σr and

α(H)
µ

(
B(z̃, 2(M + 2)r̃)

)
≤ ε̃. (3.3.10)

Take a point z′ ∈ suppµ such that |z̃ − z′| < ε̃r̃. We choose the cube Q ∈ Dµ as the
one such that z′ ∈ Q and r̃ ≤ `(Q) ≤ 2r̃. For ε̃ < 1 we have

|z̃ − xQ| ≤ |z′ − xQ|+ |z′ − z̃| < `(Q) + ε̃r̃ < 2`(Q).

Now we use the stability of the α-number under small shifts and proper rescalings to

compare α
(H)
µ (MBQ) to α

(H)
µ (B(z̃, 2(M + 2)r̃)) and, hence, to prove that it is small.

Being M > 1, we have (M + 2)/3 < M . So, using the inclusions

MBQ ⊂ B(xQ, 2Mr̃) ⊂ B(z̃, 2(M + 2)r̃),
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for some plane L parallel to H we can write

α(H)
µ (MBQ) = αLµ(MBQ)

=
1

(M`(Q))n+1
inf
c≥0

dMBQ(µ, cHn|L)

≤ 2n+1

(2Mr̃)n+1
inf
c≥0

dB(xQ,2Mr̃)(µ, cHn|L)

≤
(2(M + 2)

M

)n+1 1

(2(M + 2)r̃)n+1
inf
c≥0

dB(z̃,2(M+2)r̃)(µ, cHn|L)

≤ 6n+1α(H)
µ

(
B(z̃, 2(M + 2)r̃)

)
.

Then, recalling (3.3.10) we have

α(H)
µ

(
MBQ

)
≤ 6n+1ε̃.

The proof of (3.3.9) is completed by choosing ε such that ε̄ = 6n+1ε̃, where ε̄ is as in
the statement of the lemma. The cube Q is at most N levels down from P for some
N that, being `(Q) ≥ `(P )σρ/2, satis�es

N ≤ log2

`(P )

`(Q)
≤ 1− log2 ρ− log2 σ. (3.3.11)

Again, we remark that the estimate in the right hand side of (3.3.11) depends just on
M and ε̄.

Case (2).

Let z be a point in suppµ ∩B(x,R/4), such that

|T (ψz,ρR,rµ)(z)| > K.

Let Q be the largest µ-cube containing z with `(Q) < r/32 and let Q′ be the largest
µ-cube containing z with `(Q′) < ρR/32. Then Q′ ⊂ Q ⊂ P.

The idea of this part of the proof is to apply Lemma 3.2.1 to prove that the family
F of µ-cubes P for which case (2) applies is Carleson. To this purpose, consider the
set E = 10BP , which contains B(z, 2R). We claim that there is a constant C̃ such
that

|mµ,Q(TµχE)−mµ,Q′(TµχE)| ≥ K − C̃. (3.3.12)

To prove this, we consider two continuous functions f1 and f2 with |f1|, |f2| ≤ 1 and
such that

χE = f1 + ψz,ρR,r + f2,

supp f1 ⊂ B(z, 2ρr) and supp f2 ∩B(z, r) = ∅.
Using the L2(µ)-boundedness of Tµ, the regularity of the measure and the fact

that Q′ ⊂ Q, we have
ˆ
|Tµf1|2dµ .

ˆ
|f1|2dµ ≤ µ(supp f1)

≤ µ(B(z, 2ρR)) . (ρR)n . `(Q′)n . µ(Q′) ≤ µ(Q),

which yields that there exists a constant C1 > 0 such that

|mµ,Q(Tµf1)−mµ,Q′(Tµf1)| ≤ |mµ,Q(Tµf1)|+ |mµ,Q′(Tµf1)| ≤ C1. (3.3.13)
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Using L2(µ)-boundedness again we have

‖Tµψz,ρR,r‖L2(µ) . ‖ψz,ρR,r‖L2(µ) ≤ µ(B(z, 2r))1/2 . rn/2 . `(Q)n/2 . µ(Q)1/2,

which implies that there exists a constant C2 > 0 such that

|mµ,Q(Tµψz,ρR,r)| ≤ C2. (3.3.14)

By the choice of Q′, we have that Q′ ⊂ B(z, ρR/2). Indeed

Q′ ⊂ B(z′, 8`(Q′)) ⊂ B(z′, ρR/4) ⊂ B(z, ρR/2). (3.3.15)

Being B(z, ρR) ∩ suppµ = ∅, we have the following estimate for the Hölder norm:

‖Tµψz,ρR,r‖Cα(B(z,ρR/2)) . (ρR)−α, (3.3.16)

so there exists a constant C3 > 0 such that for every y ∈ Q′

|mµ,Q′(Tµψz,ρR,r)| ≥ |Tµ(ψz,ρR,r)(y)| − |mµ,Q′(Tµψz,ρR,r)− Tµ(ψz,ρR,r)(y)|
≥ K − ‖Tµψz,ρR,r‖Cα(B(z,ρR/2)) dist(Q′, suppψz,ρR,r)

α ≥ K − C3.
(3.3.17)

Gathering (3.3.14) and (3.3.17) we get

|mµ,Q′(Tµψz,ρR,r)−mµ,Q(Tµψz,ρR,r)| ≥ K − C2 − C3. (3.3.18)

Let us estimate the di�erence between the averages of Tµf2 over the µ-cubes Q
and Q′. Arguing as in (3.3.15) and (3.3.16), we have that Q ⊂ B(z, r/2) and

‖Tµf2‖Cα(B(z,r/2)) . `(Q)−α,

so there exists a constant C4 > 0 such that

|mµ,Q(Tµf2)−mµ,Q′(Tµf2)| ≤ C4. (3.3.19)

Gathering (3.3.13), (3.3.18) and (3.3.19), we prove the claim (3.3.12). Now, if we
choose θ > 0 and we de�ne

ψP :=
(
θ`(P )

)n/2( χQ
µ(Q)

− χQ′

µ(Q′)

)
,

as a consequence of (3.3.12) we get

µ(P )−1/2|〈TµχE , ψP 〉µ|
= µ(P )−1/2

(
θ`(P )

)n/2|mµ,Q(TµχE)−mµ,Q′(TµχE)| ≥ C−1/2
0 θn/2(K − C̃).

(3.3.20)

We remark that θ serves as a normalizing factor in order to get a bound on the L2(µ)
norm of ψP . In this way, we have that ψP belongs to the Haar system ΨHaar

P (N) of
depth

N = log2(`(P )/`(Q)) ≤ log2 θ
−1 + C̃

so that we can combine (3.3.20) and Lemma 3.2.1. Indeed, recalling the de�nition

of ξ
M̃

(P ) provided in (3.2.4), (3.3.20) proves that ξ5(P ) ≥ C−1/2
0 θn/2(K − C̃), which

implies that F is a Carleson family for K big enough.
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As an immediate corollary of the preceding lemma we get the following.

Lemma 3.3.5. For every M > 1 and ε̄ > 0 there exist an integer N ′ and a �nite set
H of hyperplanes through the origin with the following property: for every P ∈ Dµ,
there exist H ∈ H and a cube Q ⊂ P at most N ′ levels down from P for which
α

(H)
µ

(
MBQ

)
≤ ε̄.

Proof. Consider the family F in the preceding lemma. Since this is a Carleson family,
for any P ∈ Dµ there exists some P ′ ∈ Dµ \F contained in P with `(P ′) ≈ `(P ).
Then, by de�nition, there exists a cube Q ⊂ P ′, with `(Q) ≈ `(P ′) ≈ `(P ) and such

that α
(H)
µ

(
MBQ

)
≤ ε̄ for some hyperplane H ∈ H.

3.3.3 The alternating layers

A general feature of non-Carleson families is that, for every positive integer K0, it
is possible to �nd a µ-cube and (K0 + 1) layers of �nitely many cubes so that each
of them tiles up the initial cube up to a set of small measure (for the details see
[NTV14a, Lemma 7]). This result can be re�ned by �nding intermediate layers of
very �at cubes using Lemma 3.3.5. For the proof of the following lemma we refer to
[NTV14a, Section 16].

Lemma 3.3.6. Let ε > 0, M > 1 and let H be a hyperplane through the origin in
Rn+1. Let A ⊂ Dµ be a non-Carleson family such that each Q ∈ A contains a cube

Q′ ∈ Dµ at most N ′ levels down from Q such that α(H)
µ (MBQ′) < ε. Then, for every

positive integer K and every η > 0 there exist a cube R0 ∈ A and (K + 1) alternating
pairs of �nite layers NBk and FLk in Dµ with k = 0, 1, . . . ,K such that the following
properties hold

1. NB0 = {R0}.
2. NBk ⊂ {Q ∈ Dµ : Q ⊂ R0} ∩ A for any k = 0, . . . ,K.
3. for every k = 0, . . . ,K and Q ∈ FLk we have

α(H)
µ (MBQ) < ε.

4. for every k = 0, . . . ,K and Q ∈ FLk there exists a cube P ∈ NBk, P ⊃ Q.
5. for every k = 1, . . . ,K and P ′ ∈ NBk there exists a cube Q ∈ FLk−1, P

′ ⊂ Q.
6.
∑

Q∈FLK µ(Q) ≥ (1− η)µ(R0).

We will apply Lemma 3.3.6 to the study of non-BAUP cubes (see the next section
for the de�nition); this explains the choice of the notation `NBk' for some layers. The
other layers are denoted as `FLk' to indicate that they consist of quite �at cubes (i.e.
with a small α-number).

Remark 5. The property 6 in the lemma says that FLK tiles up R0 up to a set of
negligible measure. If follows that the same holds for any FLk for every k = 0, . . . ,K.
Moreover, as a consequence of the inductive construction in [NTV14a], the lattice

FL =
⋃
k

FLk

has only �nitely many elements.1 This is useful for technical purposes.

1Each of the so-called non-Carleson layers {Lm}Mm=0 appearing in [NTV14a, Section 13] is �nite.
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3.4 The non-BAUP cubes and the martingale di�erence

decomposition

The acronym BAUP referred to a µ-cube literally stands for Bilaterally Approximable
by a Union of Planes. Being more suitable to our purposes, in what follows we prefer
to formulate the equivalent de�nition of non-BAUP cubes as in [NTV14a, Section 22],
instead of the original de�nition of David and Semmes in [DS93].

De�nition 3.4.1 (Non-BAUP cube). A cube Q ∈ Dµ is said to be non-BAUP with
parameter δ > 0 (or non-δ-BAUP) if there exists a point zaQ ∈ Q∩suppµ such that for

every a�ne hyperplane L passing through zaQ we can �nd a point zbQ ∈ L∩B(zaQ, `(Q))

such that B(zbQ, δ`(Q)) ∩ suppµ = ∅.

A geometric criterion for uniform recti�ability provided by David and Semmes (see
[DS93]) asserts that if, for any parameter δ > 0, the cubes which are non-δ-BAUP
form a Carleson family, then µ is uniformly recti�able.

To prove Theorem 3.1 we will use the BAUP criterion. We will assume that, for
some δ > 0, the family of non-BAUP cubes with parameter δ is non-Carleson and we
will get a contradiction. Our assumption implies that, for some H ∈ H and all ε > 0,
M > 1 (to be chosen below), the family A = A(M, ε,H,N ′) of cubes Q ∈ Dµ which
are non-BAUP with parameter δ and contain a cube Q′ ∈ Dµ at most N ′ levels down

from Q such that α
(H)
µ (MBQ′) < ε is also non-Carleson. So we can apply Lemma

3.3.6 with this family A to construct the layers of cubes NBk and FLk with the
parameters η and K in the lemma to be chosen below.

We remark now a property that will be used later on: for R ∈ FLk and Q ⊂ R
such that Q ∈ NBk+1 for some k, we have

`(Q) ≤ Cεδ−1`(R). (3.4.1)

In particular, for any ∆ > 0, choosing εδ−1 � ∆, one has `(Q)� ∆`(R).
Let R0 ∈ Dµ be as in Lemma 3.3.6. We are interested in partitioning the collec-

tion of cubes contained in R0 and below a suitable subfamily of cubes that we denote
Top1 (see (3.4.2) for its de�nition) into subfamilies (the so-called trees) with interme-
diate layers of non-δ-BAUP cubes like in [NTV14a]. We proceed via a stopping time
argument.

A collection T ⊂ Dµ is a tree if the following properties hold:
• T has a maximal element (with respect to inclusion) Q(T ) which contains all
the other elements of T as subsets of Rn+1. The cube Q(T ) is called the root of
T .
• IfQ,Q0 belong to T andQ ⊂ Q0, then any cubeQ

′ ∈ Dµ such thatQ ⊂ Q′ ⊂ Q0

also belongs to T .
• If Q ∈ T , then either all the sons belong to T or none of them do.

Now we proceed to build the trees. For 1 ≤ k ≤ K − 1, we denote

Topk := {Q ∈ Ch(Q′) : Q′ ∈ FLk} (3.4.2)

and, for Q ∈ Topk,

NB(Q) := {Q′ ∈ NBk+1 : Q′ ⊂ Q} and Stop(Q) := {Q′ ∈ FLk+1 : Q′ ⊂ Q}.

Note that NB(Q) and Stop(Q) are �nite families because NBk+1 and FLk+1 are
�nite.
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We write Top :=
⋃K−1
k=1 Topk . Now, for every Q ∈ Top we let Tree(Q) be the

collection of µ-cubes which are contained in Q and are not strictly contained in any
cube from Stop(Q). Clearly Q is the root of Tree(Q).

For f ∈ L2(µ) and Q ∈ Dµ we denote

∆Qf =
∑

S∈Ch(Q)

mµ,S(f)χS −mµ,Q(f)χQ, (3.4.3)

so that we have the orthogonal expansion

χR0

(
f −mµ,R0(f)

)
=

∑
Q∈Dµ:Q⊂R0

∆Qf,

in the L2(µ)-sense. Then, taking f = Tµ (recall that this function makes sense
because of Proposition 3.2.1) and using the notation TRµ :=

∑
Q∈Tree(R) ∆QTµ for

R ∈ Top, we can write

ˆ
R0

|Tµ−mµ,R0(Tµ)|2 dµ =
∑

Q∈Dµ:Q⊂R0

‖∆QTµ‖2L2(µ) ≥
∑
R∈Top

‖TRµ‖2L2(µ).

Since Tµ is bounded from L∞(µ) to BMO(µ), the left hand side is bounded above by
µ(R0), and thus we get ∑

R∈Top
‖TRµ‖2L2(µ) ≤ C µ(R0). (3.4.4)

Let 0 < η � 1 (to be chosen later) be the parameter de�ning the lattice of
alternating layers from Lemma 3.3.6. Denote by Nice the subfamily of the cubes
R ∈ Top such that ∑

Q∈Stop(R)

µ(Q) ≥ (1− η1/2)µ(R).

The following easy lemma concerns the abundance of Nice cubes.

Lemma 3.4.1. We have ∑
R∈Top \Nice

µ(R) ≤ (K − 1)η1/2µ(R0).

Proof. By construction, the cubes R ∈ Top \Nice satisfy

µ(R) ≤ 1

η1/2
µ

(
R \

⋃
Q∈Stop(R)

Q

)
≤ 1

η1/2
µ

(
R \

⋃
Q∈FLK

Q

)

Thus, recalling that
∑

Q∈FLK µ(Q) ≥ (1 − η)µ(R0) and that there are K − 1 layers
of cubes in the family Top, we get

∑
R∈Top \Nice

µ(R) ≤ 1

η1/2

∑
R∈Top \Nice

µ

(
R \

⋃
Q∈FLK

Q

)

≤ K − 1

η1/2
µ

(
R0 \

⋃
Q∈FLK

Q

)
≤ (K − 1)η

η1/2
µ(R0) = (K − 1)η1/2µ(R0).
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The main ingredient for the proof of Theorem 3.1 is the following result.

Proposition 3.4.1. Assume that ε and η are chosen small enough in the construction
of the alternating layers in Lemma 3.3.6, depending on δ. Then there is c1 > 0
depending also on δ such that for every R ∈ Nice with `(R) small enough we have

‖TRµ‖2L2(µ) ≥ c1µ(R). (3.4.5)

We remark that the smallness condition on the Nice cubes in the proposition
depends just on δ, the Hölder and elliptic conditions on the matrix A and the AD-
regularity of µ.

Proof of Theorem 3.1 using Proposition 3.4.1. By Lemma 3.4.1 and the prop-
erty (6) in Lemma 3.3.6, assuming η ≤ 1/4, we have∑

R∈Nice
µ(R) ≥

∑
R∈Top

µ(R)− (K − 1)η1/2µ(R0)

≥
K−1∑
k=1

∑
Q∈FLk

µ(Q)− (K − 1)η1/2 µ(R0)

≥ (K − 1)(1− η − η1/2)µ(R0) ≥ 1

4
(K − 1)µ(R0).

Denote by Nice′ the family of Nice cubes R which are small enough so that (3.4.5)
holds for them. Clearly ∑

R∈Nice
µ(R) ≤

∑
R∈Nice′

µ(R) + C ′ µ(R0),

with C ′ depending on the smallness condition for R and on diam(suppµ). By (3.4.4),
we have ∑

R∈Nice′
µ(R) ≤ c1(δ)−1

∑
R∈Nice′

‖TRµ‖2L2(µ) ≤ c1(δ)−1C µ(R0).

Thus
1

4
(K − 1)µ(R0) ≤ C ′ µ(R0) + c1(δ)−1C µ(R0).

So we get a contradiction if K is chosen big enough. Hence, the initial assumption
that the family of non-δ-BAUP cubes is not Carleson cannot be true.

Proposition 3.4.1 will be proved along the next Sections 3.5-3.11.

3.4.1 Scheme of the proof of Proposition 3.4.1

We argue by contradiction, assuming that

‖TRµ‖2L2(µ) � µ(R). (3.4.6)

First, it is important to determine how LA and its associated objects transform under
a change of variable. For this reason, we include the relevant formulas in Section 3.5.

Then in Section 3.6 we show that it su�ces to prove the proposition with the addi-
tional assumption A(xR) = Id and H equal to the horizontal hyperplane through the
origin; this puts us in a simpler geometric situation and makes the other technicalities
in the rest of the proof more transparent.
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A measure σ supported on hyperplanes which approximate µ at the level of the
children of cubes from Stop(R) is introduced in Section 3.7.

In Section 3.8 we construct the auxiliary matrix Â, that we de�ne via re�ections
with respect to a suitable hyperplane, and we study the gradient of its associated
single layer potential T̂µ. We assume the hyperplane to be horizontal. In particular,

we prove that the horizontal component of T̂ σ(x) is very close, in some L2(σ) sense,
to that of T̂ σ(x∗), x∗ denoting the re�ection of x with respect to the horizontal plane.
This proof relies on R belonging to Nice, the properties of Â, and the contradiction
hypothesis (3.4.6).

Section 3.9 and Section 3.10 contain the de�nitions and the properties of a new
approximating measure ν, a vector �eld Ψ, and other mathematical objects important
for the conclusion of the proof. In particular, we highlight that Section 3.10 uses the
intermediate non-BAUP layers.

Section 3.11 concludes the proof of Proposition 3.4.1 via a variational argument.
This method produces a pointwise inequality that, integrated against the vector �eld
Ψ constructed in Lemma 3.10.2, gives the desired contradiction.

3.5 The change of variable

The fact that we are considering a matrix A which is uniformly elliptic and symmetric
allows to perform a particular change of variables. The following lemma and its
corollary are standard. For the proofs we refer to [AM17, Lemma 4.8].

Lemma 3.5.1. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly
elliptic matrix in Ω with real entries and φ : Rn+1 → Rn+1 is a bi-Lipschitz map. If
we set

Aφ := |detD(φ)|D(φ−1)(A◦φ)D(φ−1)T ,

where D denotes the di�erential matrix, then Aφ is a uniformly elliptic matrix in
φ−1(Ω) and u : Ω→ R is a weak solution of LAu = 0 in Ω if and only if ũ = u ◦ φ is
a weak solution of LAφ ũ = 0 in φ−1(Ω).

Corollary 3.5.1. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly
elliptic symmetric matrix in Ω with real entries. Let O : Rn+1 → Rn+1 be a rotation.
For a �xed point y0 ∈ Ω de�ne S =

√
A(y0)O. If

AS(·) = S−1(A ◦ S)(·)(S−1)T ,

then AS is uniformly elliptic in S−1(Ω) and AS(z0) = Id for z0 = S−1y0. Further,
u is a weak solution of LAu = 0 in Ω if and only if ũ = u ◦ S is a weak solution of
LAS ũ = 0 in S−1(Ω) .

In Corollary 3.5.1 we identi�ed S with its associated linear map. The matrix S is
well de�ned because A is symmetric and uniformly elliptic, so that it admits a unique
square root with the property of being symmetric, uniformly elliptic and having real
entries. Further, we have

AS(z0) = (
√
A(y0)O)−1A(S(z0))((

√
A(y0)O)−1)T = Id.

Some standard linear algebra gives that S−1 is a special bi-Lipschitz change of vari-
ables that takes balls to ellipsoids and its eigenvalues determine lengths of semi-axes.
Denoting by λmax and λmin respectively the maximal and the minimal eigenvalues of
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S−1, the maximum eccentricity of the image of a ball is
√
λmax/λmin. The ellipticity

allows to bound it from below by
√

Λ
−1

and above by
√

Λ.
It follows that Λ−1/2 ≤ ‖S−1‖ ≤ Λ1/2, so that S−1 distorts distances by at most

a constant depending on ellipticity. The collection D̃µ := {S−1(Q)}Q∈Dµ forms a

dyadic grid on S−1(suppµ) = supp(S−1
] µ) of cubes of David-Semmes type, where the

involved constants depend on the ones in Dµ and ellipticity.
The next easy lemma shows how the fundamental solution and the gradient of the

single layer potential transform after a change of variable.

Lemma 3.5.2. Let φ : Rn+1 → Rn+1 be a locally bilipschitz map and let EA be the fun-
damental solution of LA = −div(A∇·). Set Aφ = |detD(φ)|D(φ−1)(A ◦ φ)D(φ−1)T .
Then

EAφ(x, y) = EA(φ(x), φ(y))

and
∇1 EAφ(x, y) = D(φ)T (x)∇1 EA(φ(x), φ(y)) for x, y ∈ Rn+1.

Proof. The proof is an application of the change of variable formula for the integral.
Let f ∈ C∞c (Rn+1). For every x ∈ Rn+1, the de�nition of fundamental solution gives

f(φ(x)) =

ˆ
A(y)∇2 EA(φ(x), y) · ∇f(y) dy.

Set E(x, y) := EA(φ(x), φ(y)). If we denote y′ := φ−1(y) and use the standard change
of variable formula together with the chain rule, we get

f(φ(x)) =

ˆ
| detD(φ)(y′)|A(φ(y′))∇2 EA(φ(x), φ(y′)) · ∇f(φ(y′)) dy′

=

ˆ
| detD(φ)(y′) |A(φ(y′))D(φ−1)T (y′)∇2E(x, y′) ·D(φ−1)T (y′)∇(f ◦ φ)(y′) dy′

=

ˆ
Aφ(y′)∇2E(x, y′) · ∇(f ◦ φ)(y′) dy′,

which proves the �rst identity in the lemma. The second identity follows from the
chain rule.

De�ne

Tφν(x) =

ˆ
∇1 EAφ(x, y) dν(y). (3.5.1)

Analogously, de�ne the operator Tφ,ν as in (4.1). Then, by the previous lemma we
have:

Lemma 3.5.3. Let φ : Rn+1 → Rn+1 be a bilipschitz map, ν a Radon measure, and
φ]ν its image measure. Then,

Tφν(x) = D(φ)T (x)Tφ]ν(φ(x)).

Proof. The proof is an immediate application of Lemma 3.5.2 and the change of
variable formula. Indeed

Tφν(x) =

ˆ
∇1 EAφ(x, y) dν(y) =

ˆ
D(φ)T (x)∇1 EA

(
φ(x), φ(y)

)
dν(y)

= D(φ)T (x)

ˆ
∇1 EA(φ(x), z) d(φ]ν)(z) = D(φ)T (x)Tφ]ν(φ(x)).
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3.6 Reduction to the case A(xR) = Id and H horizontal

From now on, unless speci�ed, we will denote by R a given cube in Nice. In this
section we will show that to prove Proposition 3.4.1 we may assume that A(xR) = Id
and the hyperplane H in Lemma 3.3.6 to be horizontal. Indeed, let O : Rn+1 → Rn+1

be a rotation which transforms the horizontal hyperplane (through the origin) H ′ into
(
√
A(xR))−1H. Consider the linear map φ : Rn+1 → Rn+1 associated with the matrix

S =
√
A(xR)O and, as in Corollary 3.5.1, set

Aφ(·) = S−1(A ◦ φ)(·)(S−1)T ,

so that Aφ is uniformly elliptic and Aφ(yR) = Id for yR = S−1xR. Consider also the
measure ν = (φ−1)]µ and the operator Tφ de�ned in (3.5.1). By Lemma 3.5.3,

Tφν(x) = S · Tφ]ν(φ(x)) = S · Tµ(φ(x)). (3.6.1)

Also, for any function f ,

Tφ(fν)(x) = S · T (φ](fν))(φ(x)) = S · T
(
(f ◦ φ−1)µ

)
(φ(x)).

Therefore, by the L2(µ)-boundedness of Tµ,

ˆ ∣∣Tφ(fν)(x)
∣∣2 dν(x) ≈

ˆ ∣∣T ((f ◦ φ−1)µ)(φ(x))
∣∣2 dφ−1

] µ(x)

=

ˆ ∣∣T ((f ◦ φ−1)µ)(y)
∣∣2 dµ(y)

≤ C
ˆ
|f ◦ φ−1|2 dµ = C

ˆ
|f |2 dν.

So Tφ,ν is bounded in L2(ν).
Let Dν be the lattice Dν = {φ−1(Q) : Q ∈ Dµ}. Momentarily, use the notation

∆µ
Q instead of ∆Q, which we used in (3.4.3), and de�ne ∆ν

Q′ analogously for Q′ ∈ Dν .
Write also

Tφ,φ−1(R)ν =
∑

Q∈Tree(R)

∆ν
φ−1(Q)Tφν.

Assuming Proposition 3.4.1 to hold in the case Aφ(yR) = Id (applied to ν and Tφ),
we deduce that

‖Tφ,φ−1(R)ν‖2L2(ν) ≥ c ν(φ−1(R)) = c µ(R), (3.6.2)

taking into account that the BAUP property is stable by homothecies, as well as the
smallness of the α-numbers for the stopping cubes and the root of the tree.

We claim that
‖Tφ,φ−1(R)ν‖2L2(ν) ≈ ‖TRµ‖2L2(µ) (3.6.3)

with the implicit constant in (3.6.3) independent of the cube R.
Together with (3.6.2) this implies that ‖TRµ‖2L2(µ) & µ(R) and proves Proposition

3.4.1 in full generality. The proof of (3.6.3) is a routine task which we show now for
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the reader's convenience. Observe that for any cube Q ∈ Dµ, by (3.6.1),

mν,φ−1(Q)(Tφν) =
1

ν(φ−1(Q))

ˆ
φ−1(Q)

Tφν dν

=
1

µ(Q)

ˆ
Q
Tφν(φ−1(x)) dµ(x)

=
1

µ(Q)

ˆ
Q
S · Tµ(x) dµ(x) = S ·mµ,Q(Tµ).

Denote by ChStop(R) the family of all children of cubes from Stop(R). By the preceding
identity, we obtain

‖Tφ,φ−1(R)ν‖2L2(ν) =
∑

Q∈ChStop(R)

∣∣mν,φ−1(Q)(Tφν) −mν,φ−1(R)(Tφν)
∣∣2 ν(φ−1(Q))

=
∑

Q∈ChStop(R)

∣∣S · (mµ,Q(Tµ)−mµ,R(Tµ)
)∣∣2 µ(Q)

≈
∑

Q∈ChStop(R)

∣∣mµ,Q(Tµ)−mµ,R(Tµ)
∣∣2 µ(Q)

= ‖TRµ‖2L2(µ),

as claimed.
Remark also that if µ is well approximated in some cube Q ∈ Dµ by some measure

of the form cHn|L, where L is some hyperplane parallel to H, then it follows that
ν = (φ−1)]µ is well approximated in φ−1(Q) by a measure of the form

φ−1
] (cHn|L) = c′Hn|φ−1(L).

Observe that φ−1(L) is a hyperplane parallel to the horizontal hyperplane H ′, by the

de�nition of O. Using this fact, the reader can check that if α
(H)
µ (MBQ) < ε, then

α
(H′)
µ (φ−1(MBQ)) < c′′ε.

3.7 The approximating measure

From now on, in order to prove Proposition 3.4.1 for a given R ∈ Nice, we assume
that A(xR) = Id. Recall also that we assume A to be symmetric. In this section we
will construct a measure σ which should be considered as an approximation of µ, in
a sense.

For every Q ∈ ChStop(R), R ∈ Nice, let LQ be an n-plane parallel to H = {x ∈
Rn+1 : xn+1 = 0} such that α

LQ
µ (MBQ) ≤ Cε. Let ε̃, t > 0 be some parameters to be

chosen later, with ε� ε̃� t� 1 and such that β
LQ
∞,µ(MBQ) + β

LQ
∞,µ(BQ) ≤ ε̃/10 for

all Q ∈ ChStop(R), R ∈ Nice.
Denote

Q(t) = {x ∈ Q : dist(x, suppµ \Q) ≥ t `(Q)}.
Now for Q ∈ ChStop(R) with R ∈ Nice, set µ̃Q = µ|Q(t)

and µ̃ =
∑

Q∈ChStop(R)

µ̃Q. Let

ϕ be some C∞ radial function supported on B(0, 1) such that
´
ϕ(x)dHn|H(x) = 1

and, for r > 0, set ϕr(x) = r−nϕ(x/r). Denote by ΠLQ the orthogonal projection on
LQ, de�ne

σ̃Q = ΠLQ]µ|Q(t)
and σQ = (σ̃Q ∗ ϕ2ε̃`(Q))Hn|LQ ,
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and then set
σ =

∑
Q∈ChStop(R)

σQ.

Observe that ‖σQ‖ = ‖σ̃Q‖ = ‖µQ(t)
‖ for every Q ∈ ChStop(R), so

‖σ‖ = ‖µ̃‖.

Moreover, using the thin boundary condition and the abundance parameter η,

‖µ̃− µ|R‖ ≤ µ
(
R \

⋃
Q∈ChStop(R)

Q

)
+

∑
Q∈ChStop(R)

µ(Q \Q(t))

≤ η1/2µ(R) + Ctγ0µ(R) . tγ0µ(R),

(3.7.1)

taking η � t.
Note also that, for each Q ∈ ChStop(R), by the de�nition of σQ,

suppσQ ⊂ U3ε̃`(Q)(supp ΠLQ]µ|Q(t)
) ⊂ U3ε̃`(Q)(U3ε̃`(Q)(Q(t))) = U6ε̃`(Q)(Q(t)). (3.7.2)

As a consequence, for P,Q ∈ ChStop(R) with P 6= Q, we have

dist(suppσP , suppσQ) ≥ dist
(
U6ε̃`(P )(P(t)),U6ε̃`(Q)(Q(t))

)
≥ dist(P(t), Q(t))− 6ε̃ (`(P ) + `(Q))

≥ t max(`(P ), `(Q))− 6ε̃ (`(P ) + `(Q))

≥ t

2
max(`(P ), `(Q)).

(3.7.3)

We will need the following lemma:

Lemma 3.7.1. Let Q ∈ ChStop(R). If f ∈ Lipα

(
U10ε̃`(Q)

(
Q(t)

))
, then∣∣∣∣ˆ f(x)d(σQ − µ̃Q)(x)

∣∣∣∣ .Mα Lipα(f)ε̃α`(Q)αµ(Q).

Proof. Write∣∣∣∣ˆ fd(σQ − µ̃Q)

∣∣∣∣ ≤ ∣∣∣∣ˆ fd(σQ − σ̃Q)

∣∣∣∣+

∣∣∣∣ˆ fd(σ̃Q − µ̃Q)

∣∣∣∣ = T1 + T2.

By the de�nition of σ̃Q and the fact thatQ ∈ ChStop(R) and therefore β∞,µ(MBQ) ≤
ε̃,

T2 =

∣∣∣∣ˆ (
f(ΠLQ(x))− f(x)

)
dµ̃Q(x)

∣∣∣∣ .Mα Lipα(f)ε̃α`(Q)αµ(Q).

For the other term, by Fubini

T1 =

∣∣∣∣ˆ f(y)dσ̃Q(y)−
ˆ
f(y)d(σ̃Q ∗ ϕ2ε̃`(Q))Hn|LQ(y)

∣∣∣∣
=

∣∣∣∣ˆ (
f(y)− f ∗ (ϕ2ε̃`(Q)Hn|LQ)(y)

)
dσ̃Q(y)

∣∣∣∣
≤
ˆ

sup
|z|≤2ε̃`(Q)

∣∣f(y)− f(y + z)
∣∣dσ̃Q(y) .Mα Lipα(f)ε̃α`(Q)αµ(Q).

Next we show that σ has n-growth.
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Lemma 3.7.2. The measure σ has polynomial growth of degree n. That is,

σ(B(x, r)) ≤ C rn for all x ∈ Rn+1, r > 0.

Proof. First we will check that σQ has n-growth for each Q ∈ ChStop(R). Denoting
gQ = σ̃Q ∗ ϕ2ε̃`(Q) and since σQ = gQHn|LQ , this is equivalent to showing that
‖gQ‖∞ . 1. To prove this, for x ∈ LQ, using that ΠLQ(x) = x, we write

gQ(x) =

ˆ
ϕ2ε̃`(Q)(x− y) dΠLQ]µ|Q(t)

(y) =

ˆ
ϕ2ε̃`(Q)(x−ΠLQ(y)) dµ|Q(t)

(y)

=

ˆ
Q(t)

(
ϕ2ε̃`(Q) ◦ΠLQ

)
(x− y) dµ(y) .

1

(ε̃`(Q))n
µ
(
Q ∩Π−1

LQ

(
B(x, 2ε̃`(Q))

))
.

Since β
LQ
∞,µ(BQ) ≤ ε̃/10, there is some constant C depending at most on n such that

µ
(
Q ∩Π−1

LQ

(
B(x, 2ε̃`(Q)

))
≤ µ(B(x,C ε̃`(Q))) . (ε̃`(Q))n,

which ensures that ‖gQ‖∞ . 1, as wished.
Next, for a �xed ball B(x, r), let I be the family of cubes Q ∈ ChStop(R) such that

2BQ ∩B(x, r) 6= ∅. We split I = I1 ∪ I2, where I1 is the subfamily of the cubes from
I with side length at most r and I2 = I \ I1. Then we have

σ(B(x, r)) ≤
∑
Q∈I1

‖σQ‖+
∑
Q∈I2

σQ(B(x, r)).

For each Q ∈ I1, we have suppσQ ⊂ 2BQ ⊂ B(x, 4r), and thus∑
Q∈I1

‖σQ‖ ≤ C
∑
Q∈I1

µ(Q) ≤ Cµ(B(x, 4r)) ≤ C rn.

On the other hand, it is immediate to check that there is a bounded number of cubes
Q ∈ I2, with the bound depending on the parameters of the lattice Dµ and thus on
the AD-regularity constant of µ. Hence, using also the n-growth of σQ,∑

Q∈I2

σQ(B(x, r)) ≤ C
∑
Q∈I2

rn ≤ C rn,

which completes the proof of the lemma.

3.8 Approximation argument and re�ection

3.8.1 The matrix Â and its associated operators T̂ and S

Recall that we assume that A is a symmetric matrix such that A(xR) = Id. Given a
parameter ∆ ∈ (0, 1/10) to be chosen below, we set d = ∆`(R) and we assume that
a �good� approximating n-plane for suppµ ∩ BR is LR = {x ∈ Rn+1 : xn+1 = 2d}.
That is, αLRµ (MBR) ≤ ε. We also take H = {x ∈ Rn+1 : xn+1 = 0}, so that LR is
a translation of H along the (n + 1)-th direction. Further, we suppose that BR ⊂
B(0, 2`(R)).

Given x ∈ Rn+1 we denote by x∗ the re�ection of x with respect to H, that is
x∗ = (x1, x2, . . . , xn,−xn+1). Now we de�ne a matrix Â which satis�es some kind of
invariance under this re�ection. First, we consider an auxiliary matrix B de�ned on
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{x : xn+1 ≥ 0} by

B(x) =


A(x) if xn+1 ≥ d

A(x)xn+1

d + Id
(
1− xn+1

d

)
if 0 ≤ xn+1 ≤ d.

Notice that B(0) = Id. For xn+1 < 0 we set

B(x) =


b1,1(x∗) · · · b1,n(x∗) −b1,n+1(x∗)
b2,1(x∗) · · · b2,n(x∗) −b2,n+1(x∗)

...
. . .

...
...

bn,1(x∗) · · · bn,n(x∗) −bn,n+1(x∗)
−bn+1,1(x∗) · · · −bn+1,n(x∗) bn+1,n+1(x∗)

 ,

where bij(x
∗) are the coe�cients of B(x∗). In this way, for φ(x) = x∗, it holds

B = |detD(φ)|D(φ−1)(B◦φ)D(φ−1)T .

Observe that

D(φ−1) = D(φ−1)T =


1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0
0 0 · · · 0 −1

 .

Next we de�ne

Â(x) =



B(x) if |x| ≤ 100`(R),(
2− |x|

100`(R)

)
B(x) +

(
|x|

100`(R) − 1
)
Id if 100`(R) ≤ |x| ≤ 200`(R)

Id if |x| ≥ 200`(R)

Note that, for φ(x) = x∗, we still have

Â = | detD(φ)|D(φ−1)(Â◦φ)D(φ−1)T .

So, denoting D = D(φ−1) = D(φ−1)T , we have

Â(x) = D Â(x∗)D. (3.8.1)

Lemma 3.8.1. For `(R) small enough, the matrix Â(x) just de�ned is Hölder con-
tinuous with exponent α/2 in R.

Proof. As a �rst step, we prove that the auxiliary matrix B de�ned above is Cα/2

inside the ball B(0, 200`(R)). Because of the de�nition of B, it su�ces to check the
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Hölder regularity condition for 0 ≤ xn+1, yn+1 ≤ d. In this case∣∣B(x)−B(y)
∣∣ =

∣∣∣A(x)
xn+1

d
−A(y)

yn+1

d
+ Id

(
1− xn+1

d

)
− Id

(
1− yn+1

d

)∣∣∣
=
∣∣∣(A(x)− Id)

xn+1

d
− (A(y)− Id)

yn+1

d

∣∣∣
≤ |xn+1 − yn+1|

d
|A(x)− Id|+ yn+1

d
|A(x)−A(y)|

≤ C |xn+1 − yn+1|
d

`(R)α + C |x− y|α,

where we took into account that

|A(x)− Id| = |A(x)−A(xR)| ≤ C `(R)α.

Now we write

|xn+1 − yn+1|
d

`(R)α ≤ |xn+1 − yn+1|α
dα

`(R)α

=
1

∆α
|xn+1 − yn+1|α ≤

`(R)α/2

∆α
|xn+1 − yn+1|α/2.

Thus for `(R) small enough, we have `(R)α/2/∆α ≤ 1 and we get∣∣B(x)−B(y)
∣∣ ≤ C |x− y|α/2 + C |x− y|α ≤ C |x− y|α/2,

since |x − y| . `(R) . 1. This proves the (α/2)-Hölder regularity in the ball
B(0, 200`(R)).

The next step is to prove that the matrix Â is Cα/2 inside the ball B(0, 200`(R)).
The regularity inside B(0, 100`(R)) follows from the regularity of B. Consider x, y ∈
B(0, 200`(R))\B(0, 100`(R)). Exploiting the de�nition of Â together with the Hölder
regularity of the matrix B inside B(0, 200`(R)) we have

∣∣Â(x)− Â(y)
∣∣ =

∣∣∣(2− |x|
100`(R)

)
B(x)−

(
2− |y|

100`(R)

)
B(y) +

( |x| − |y|
100`(R)

)
Id
∣∣∣

≤ 2|B(x)−B(y)|+
∣∣∣(B(x)− Id)

|x|
100`(R)

− (B(y)− Id)
|y|

100`(R)

∣∣∣
≤ 2|B(x)−B(y)|+ |B(x)− Id|

∣∣|x| − |y|∣∣
100`(R)

+ |B(x)−B(y)| |y|
100`(R)

≤ C|x− y|α/2 + |B(x)− Id| |x− y|
100`(R)

+ C|x− y|α/2 |y|
100`(R)

so that, being x, y ∈ B(0, 200`(R)) and B(0) = Id, we can write

∣∣Â(x)− Â(y)
∣∣ ≤ C|x− y|α/2 + C|x|α/2 |x− y|

100`(R)
+ C|x− y|α/2 |y|

100`(R)

≤ C|x− y|α/2 + C`(R)α/2
|x− y|α/2
`(R)α/2

+ C|x− y|α/2 ≤ C|x− y|α/2.

The matrix Â is trivially Cα/2 in Rn+1 \ B(0, 200`(R)). To �nish the proof, take x
with |x| ≤ 200`(R), y with |y| ≥ 200`(R) and choose a point ỹ with |ỹ| = 200`(R)
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and |x− ỹ| ≤ |x− y|. Then write∣∣Â(x)− Â(y)
∣∣ =

∣∣Â(x)− Id| =
∣∣Â(x)− Â(ỹ)

∣∣ ≤ C|x− ỹ|α/2 ≤ C|x− y|α/2.
From now on we assume that `(R) ≤ 1 so that the estimates in Lemma 4.2.1 hold

for all x, y ∈ R. Also, the estimates in Lemma 4.2.1 and Lemma 4.2.2 hold for Â with
α/2 replacing α. Further, we will take 0 < ε� ∆� 1, so that A(x) = Â(x) for all x
in a neighborhood of R.

Let E
Â
be the fundamental solution associated with L

Â
, set K̂(x, y) = ∇1 E Â(x, y),

and de�ne

T̂ µ(x) =

ˆ
K̂(x, y)dµ(y).

Note that, by (3.8.1) and Lemma 3.5.2, for x, y ∈ Rn+1 we have

E
Â

(x, y) = E
Â

(x∗, y∗) and K̂(x, y) = ∇1 E Â(x, y) = D∇1 E Â(x∗, y∗) = D K̂(x∗, y∗).
(3.8.2)

De�ne now the operator

Sµ(x) =

ˆ
KS(x, y)dµ(y),

associated with the kernel

KS(x, y) = K̂(x, y)− K̂(x∗, y),

so that
Sµ(x) = T̂ µ(x)− T̂ µ(x∗).

Remark 6. The operators T̂µ and Sµ are bounded in L2(µ|R). Indeed, the L2(µ|R)

boundedness of T̂µ follows from the one of Tµ and the fact that the di�erence between
their kernels is bounded in modulus by 1/|x− y|n−α/2, by a freezing argument using
Lemma 4.2.2. Then to prove the L2(µ|R) boundedness of Sµ it su�ces to show that
the operator Uµ de�ned by

Uµf(x) = T̂µf(x∗)

is bounded in L2(µ|R). To show this, write

ˆ
R
|Uµf(x)|2 dµ(x) =

ˆ
R
|T̂µf(x∗)|2 dµ(x) =

ˆ
|T̂µf(y)|2 dφ]µ(y),

where φ]µ is the image measure of µ|R by the re�ection φ : x 7→ x∗. Since T̂µ is

bounded in L2(µ|R) and φ]µ has n-polynomial growth, it follows that T̂µ is bounded
from L2(µ|R) to L2(φ]µ), which implies that Uµ is bounded in L2(µ|R), as wished.

Recall that H = {x : xn+1 = 0}. We denote by ΠH the orthogonal projection on
H, we set

T̂Hµ(x) = ΠH(T̂ µ(x)), SHµ(x) = ΠH(Sµ(x)),

and we de�ne similarly T̂Hµ , SHµ , etc. The kernel of T̂H is K̂H(x, y) := ΠH(K̂(x, y))

and the one of SH is KH
S (x, y) := ΠH(KS(x, y)). Note that, from the second identity

in (3.8.2), we get

K̂H(x, y) = K̂H(x∗, y∗) for all x, y ∈ Rn+1 with x 6= y. (3.8.3)
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3.8.2 The approximation lemmas

This section is devoted to announce some technical approximation lemmas.

Lemma 3.8.2 (First Approximation Lemma). For every R ∈ Nice we have

‖T̂ σ‖2L2(σ) ≤ C µ(R) (3.8.4)

and
‖Sσ‖2L2(σ) ≤ C µ(R). (3.8.5)

For the horizontal operator SH we have a much better estimate:

Lemma 3.8.3 (Second Approximation Lemma). Let R ∈ Nice. Let ε1, ε2 > 0 and
suppose that ‖TRµ‖2L2(µ) ≤ ε1 µ(R). Then

‖SHσ‖2L2(σ) ≤ ε2 µ(R), (3.8.6)

if ε1, `(R), t, and ∆ are small enough and M is big enough.

Essentially, the estimates in the above lemmas hold because σ is a very good
approximation of the measure µ at the scales and location of Tree(R). Further, in the
case of Lemma 3.8.3 the re�ection involved in the de�nition of S plays an essential
role in the localization that allows to transfer the estimates from the measure µ to
the compactly supported measure σ with a small error.

The proof of Lemmas 3.8.2 and 3.8.3 follows from the next three auxiliary lemmas.

Lemma 3.8.4. Let R ∈ Nice and let

f =
∑

Q∈ChStop(R)

mµ,Q(Sµ)χQ and fH =
∑

Q∈ChStop(R)

mµ,Q(SHµ)χQ.

Then,
‖TRµ− f‖2L2(µ) . µ(R),

and, for any ε3 > 0,
‖THR µ− fH‖2L2(µ) ≤ ε3 µ(R), (3.8.7)

if ε, ε̃, and `(R) are small enough and M is big enough.

Lemma 3.8.5. Let R ∈ Nice, denote

f̃ =
∑

Q∈ChStop(R)

mµ,Q(Sµ̃)χQ and f̃H =
∑

Q∈ChStop(R)

mµ,Q(SH µ̃)χQ,

and let f , fH be as in Lemma 3.8.4. Then, for any ε4 > 0, if t and ∆ are small
enough,

‖f̃ − f‖2L2(µ) + ‖f̃H − fH‖2L2(µ) ≤ ε4 µ(R).

Lemma 3.8.6. Let R ∈ Nice and f̃ , f̃H be as in Lemmas 3.8.4 and 3.8.5. Also, set

h̃ =
∑

Q∈ChStop(R)

mµ,Q(T̂ µ̃)χQ.

Then, for any ε5 > 0 we have

‖T̂ σ‖2L2(σ) ≤ C ‖h̃‖2L2(µ) + ε5 µ(R), (3.8.8)
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‖Sσ‖2L2(σ) ≤ C ‖f̃‖2L2(µ) + ε5 µ(R), (3.8.9)

and
‖SHσ‖2L2(σ) ≤ C ‖f̃H‖2L2(µ) + ε5 µ(R) (3.8.10)

if ε, ε̃, t and `(R) are small enough.

Proof of the Approximation Lemmas 3.8.2, 3.8.3 using Lemmas 3.8.4, 3.8.5, 3.8.6. The
estimates (3.8.5) and (3.8.6) follow just by an immediate application of the three
auxiliary lemmas and the triangle inequality. For example, to show (3.8.6), assume
‖TRµ‖2L2(µ) ≤ ε1 µ(R) and then by (3.8.10), (3.8.7), and Lemma 3.8.5,

‖SHσ‖2L2(σ) ≤ C‖f̃H‖2L2(µ) + ε5µ(R)

≤ C‖THR µ‖2L2(µ) + C‖THR µ− fH‖2L2(µ) + C‖fH − f̃H‖2L2(µ) + ε5µ(R)

. (ε1 + ε3 + ε4 + ε5)µ(R).

The proof of (3.8.5) is analogous.
To show (3.8.4) we just apply (3.8.8) and use the fact that T̂µ is bounded in

L2(µ|R):

‖T̂ σ‖2L2(σ) ≤ C ‖h̃‖2L2(µ) + ε5 µ(R) = C
∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(T̂ µ̃)χQ

∥∥∥2

L2(µ)
+ ε5 µ(R)

≤ C ‖T̂ µ̃‖2L2(µ|R) + ε5 µ(R) . µ(R).

3.8.3 Proof of Lemma 3.8.4

First we set T̂ φµ(x) = T̂ µ(φ(x)) = T̂ µ(x∗) and T̂ φ,Hµ(x) = T̂Hµ(φ(x)) = T̂Hµ(x∗),
so that Sµ(x) = T̂ µ(x)− T̂ φµ(x) and SHµ(x) = T̂Hµ(x)− T̂ φ,Hµ(x). In what follows
we write mQ(f) = mµ,Q(f) to simplify the notation. Denote by x′R the orthogonal
projection of xR on LR. Notice that

|x′R − xR| . αLRµ (2BR)1/(n+1)`(R) . (Mn+1ε)1/(n+1)`(R)� `(R).

Consider a C1 function χ̃M,R, radial with respect to x
′
R, and such that χB(x′R,M`(R)/2) ≤

χ̃M,R ≤ χ
B
(
x′R,

3
4
M`(R)

) and ‖∇χ̃M,R‖∞ . (M`(R))−1. For x ∈ Q ∈ ChStop(R) and

M > 1, we split the di�erence TRµ(x)− f(x) as follows:

TRµ(x)− f(x) = mQ(Tµ)−mR(Tµ)−mQ(Sµ)

= mQ(Tµ)−mR(Tµ)−mQ(T̂ µ) +mQ(T̂ φµ)

= mQ(Tµχ̃M,R) +mQ(Tµ(1− χ̃M,R))−mR(Tµχ̃M,R)

−mR(Tµ(1− χ̃M,R))−mQ(T̂µχ̃M,R)−mQ(T̂µ(1− χ̃M,R))

+mQ(T̂ φµ χ̃M,R) +mQ(T̂ φµ (1− χ̃M,R)),
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so that we have∣∣TRµ(x)− f(x)
∣∣ ≤ |mQ(Tµχ̃M,R)−mQ(T̂µχ̃M,R)|

+ |mQ(Tµ(1− χ̃M,R))−mR(Tµ(1− χ̃M,R))|
+ |mQ(T̂ φµ (1− χ̃M,R))−mQ(T̂µ(1− χ̃M,R))|
+ |mR(Tµχ̃M,R)|+ |mQ(T̂ φµ χ̃M,R)|

=: I1 + I2 + I3 + I4 + I5.

(3.8.11)

We perform the analogous splitting for
∣∣THR µ(x)− fH(x)

∣∣, so that we have∣∣THR µ(x)− fH(x)
∣∣ ≤ IH1 + IH2 + IH3 + IH4 + IH5 ,

with

IH1 = |mQ(THµ χ̃M,R)−mQ(T̂Hµ χ̃M,R)|,
IH2 = |mQ(THµ (1− χ̃M,R))−mR(THµ (1− χ̃M,R))|,
IH3 = |mQ(T̂ φ,Hµ (1− χ̃M,R))−mQ(T̂Hµ (1− χ̃M,R))|,
IH4 = |mR(THµ χ̃M,R)|,
IH5 = |mQ(T̂ φ,Hµ χ̃M,R)|.

Obviously, IHi ≤ Ii for each i.
Estimate of I2. Notice that for x

′ ∈ Q,

|mQ(Tµ(1− χ̃M,R))−mR(Tµ(1− χ̃M,R))|

≤ 1

µ(Q)

ˆ
Q

∣∣Tµ(1− χ̃M,R)(x)− Tµ(1− χ̃M,R)(x′)
∣∣ dµ(x)

+
1

µ(R)

ˆ
R

∣∣Tµ(1− χ̃M,R)(x)− Tµ(1− χ̃M,R)(x′)
∣∣ dµ(x)

≤ 2 sup
y,y′∈R

|Tµ(1− χ̃M,R)(y)− Tµ(1− χ̃M,R)(y′)|

and to estimate this supremum, observe that for y, y′ ∈ R, by Lemma 4.2.1,

|Tµ(1− χ̃M,R)(y)− Tµ(1− χ̃M,R)(y′)| ≤
ˆ(

1
2MBR

)c |K(y, z)−K(y′, z)|dµ(z)

.
ˆ(

1
2MBR

)c `(R)α

|xR − z|n+α
dµ(z) .M−α,

where the last inequality follows by standard estimates using the growth of the measure
µ. Therefore

I2 = |mQ(Tµ(1− χ̃M,R))−mR(Tµ(1− χ̃M,R))| .M−α.
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Estimate of I3. By Lemma 4.2.1 and standard arguments,

I3 =
1

µ(Q)

∣∣∣∣ˆ
Q

(
T̂µ(1− χ̃M,R)(x∗)− T̂µ(1− χ̃M,R)(x)

)
dµ(x)

∣∣∣∣
≤ sup

x∈Q

∣∣T̂µ(1− χ̃M,R)(x∗)− T̂µ(1− χ̃M,R)(x)
∣∣

≤ sup
x∈Q

ˆ(
1
2MBR

)c |K̂(x, y)− K̂(x∗, y)|dµ(y)

.
ˆ(

1
2MBR

)c ∆α/2`(R)α/2

|xQ − y|n+α/2
dµ(y) .

∆α/2

Mα/2
.

Estimate of I1. This term is estimated by a freezing argument. Indeed, recalling
that ε� ∆, we have Â(x) = A(x) for all x ∈ Q, and thus

|∇1 EA(x, y)−∇1 E Â(x, y)| ≤ |∇1 EA(x, y)−∇1Θ(x, y;A(x))|

+ |∇1 E Â(x, y)−∇1Θ(x, y; Â(x))| . 1

|x− y|n−α/2 ,

Integrating with respect to y ∈MBR we derive

|Tµχ̃M,R(x)− T̂µχ̃M,R(x)| .
ˆ
MBR

dµ(y)

|x− y|n−α/2 . (M`(R))α/2,

and so
I1 = |mQ(Tµχ̃M,R)−mQ(T̂µχ̃M,R)| . (M`(R))α/2 ≤ ε3,

for `(R) small enough (depending on M).

Estimate of I4. We write

mR(Tµχ̃M,R) = mR(Tµ(χ̃M,R − χR)) +mR(TµχR).

Concerning the term mR(TµχR), the antisymmetric part of the kernel of Tµ does not
contribute to the average, hence we can write

mR(TµχR) =
1

2µ(R)

¨
R×R

(K(y, z) +K(z, y)) dµ(y)dµ(z).

Using now the estimate (3.2.5) and the n-growth of the measure µ, for any y ∈ R we
get ˆ

R
|K(y, z) +K(z, y)|dµ(z) .

ˆ
R

dµ(z)

|y − z|n−α . `(R)α,

and so
|mR(TµχR)| . `(R)α.

To conclude with I4 it remains to estimate |mR(Tµ(χ̃M,R − χR))|. Given some
small constant κ ∈ (0, 1/10) to be chosen below, let χ̃κ,R be a C1 function which equals
1 on Uκ`(R)(R), vanishes out of Uκ2`(R)(R) and satis�es ‖∇χ̃κ,R‖∞ . (κ`(R))−1, and
denote ϕ = χ̃M,R − χ̃κ,R. In particular we have

χ̃M,R − χR = ϕ+ χ̃κ,R − χR.
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Then we split as follows:∣∣∣∣ˆ
R
Tµ(χ̃M,R − χR)dµ

∣∣∣∣ ≤ ∣∣∣∣ˆ
R
Tµϕ dµ

∣∣∣∣+

ˆ
R
|Tµ(χ̃κ,R − χR)| dµ =: A+B. (3.8.12)

The Cauchy-Schwarz inequality and the thin boundary condition (3.2.2) of R give us
the estimate

B ≤ ‖Tµ(χ̃κ,R − χR)‖L2(µ|R) µ(R)1/2 . ‖χ̃κ,R − χR‖L2(µ) µ(R)1/2

≤ µ
(
U2κ`(R)(R) \R

)1/2
µ(R)1/2 . κγ0/2µ(R).

(3.8.13)

Now it remains to estimate the term A. We consider another auxiliary function ϕ̃
supported on Uκ`(R)/4(R) such that ϕ̃ ≡ 1 on Uκ`(R)/8(R) and ‖∇ϕ̃‖∞ . (κ`(R))−1.
Write

A =

∣∣∣∣ˆ
R
Tµϕ dµ

∣∣∣∣ ≤ ∣∣∣∣ˆ ϕ̃ Tµϕ dµ

∣∣∣∣+

∣∣∣∣ˆ (χR − ϕ̃)Tµϕ dµ

∣∣∣∣ (3.8.14)

For the second term above, notice that the de�nition of ϕ̃ and the thin boundary
condition imply that ‖χR − ϕ̃‖L2(µ) . κγ0/2µ(R)1/2. Therefore,∣∣∣∣ˆ (χR − ϕ̃)Tµϕ dµ

∣∣∣∣ . ‖ϕ‖L2(µ) ‖χR − ϕ̃‖L2(µ)

. µ
(
B(x′R,

3
4M`(R))

)1/2
κγ0/2µ(R)1/2

.M1/2κγ0/2µ(R).

(3.8.15)

To treat the �rst term in (3.8.14), taking cR ≥ 0, split it as follows∣∣∣∣ˆ ϕ̃ Tµϕ dµ

∣∣∣∣ ≤ ∣∣∣∣ˆ ϕ̃ Tµϕ d (µ− cRHn|LR)

∣∣∣∣+

∣∣∣∣cR ˆ ϕ̃ Tµ−cRHn|LR
ϕ dHn|LR

∣∣∣∣
+

∣∣∣∣cR ˆ ϕ̃ TcRHn|LR
ϕ dHn|LR

∣∣∣∣ =: A1 +A2 +A3.

(3.8.16)

To estimate A1 we would like to use the α-numbers. However, we can only
guarantee that Tµϕ is Hölder continuous on supp ϕ̃. So we convolve this function
with a non-negative, radial, C∞ function θ supported on B(0, κ̂`(R)), and such that´
θ dLn+1 = 0 and ‖∇θ‖∞ . (κ̂`(R))−n+2, with κ̂ ∈ (0, κ/20) to be chosen. Then we

write

A1 ≤
∣∣∣∣ˆ ϕ̃

[
θ ∗ Tµϕ

]
d (µ− cRHn|LR)

∣∣∣∣+

∣∣∣∣ˆ ϕ̃
[
Tµϕ− θ ∗ Tµϕ

]
d (µ− cRHn|LR)

∣∣∣∣
=: A1,1 +A1,2.

We turn �rst our attention to A1,1:

A1,1 ≤
∥∥∇(ϕ̃ [θ ∗ Tµϕ])∥∥∞Mn+1`(R)n+1αLRµ (MBR). (3.8.17)

Notice that∥∥∇(ϕ̃ [θ ∗ Tµϕ])∥∥∞ ≤ ∥∥∇(θ ∗ Tµϕ)]∥∥∞,supp ϕ̃
+ ‖∇ϕ̃‖∞‖θ ∗ Tµϕ‖∞,supp ϕ̃.
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Since dist(suppϕ, supp ϕ̃) ≥ κ`(R)/4 and supp θ ⊂ B(0, κ`(R)/20), we derive

‖θ ∗ Tµϕ‖∞,supp ϕ̃ .
µ
(
B(x′R,M`(R))

)
(κ `(R))n

.
Mn

κn

and ∥∥∇(θ ∗ Tµϕ)∥∥∞,supp ϕ̃
.
Mn

κn
‖∇θ‖1 .

Mn

κn κ̂ `(R)
.

Hence, using also that ‖∇ϕ̃‖∞ . (κ`(R))−1,∥∥∇(ϕ̃ [θ ∗ Tµϕ])∥∥∞ .
Mn

κn κ̂ `(R)
+

Mn

κn+1`(R)
.

Mn

κn κ̂ `(R)
.

Plugging this estimate into (3.8.17), we obtain

A1,1 . ε
M2n+1

κ̂κn
µ(R).

Concerning the term A1,2, we have

A1,2 ≤
ˆ
ϕ̃
∣∣Tµϕ− θ ∗ Tµϕ∣∣ d∣∣µ− cRHn|LR∣∣ . ∥∥Tµϕ− θ ∗ Tµϕ∥∥∞,supp ϕ̃

`(R)n.

For each x ∈ supp ϕ̃, we write

|Tµϕ(x)− θ ∗ Tµϕ(x)| ≤ sup
y∈B(x,κ̂`(R))

|Tµϕ(x)− Tµϕ(y)|

≤ sup
y∈B(x,κ̂`(R))

ˆ
suppϕ

|K(x, z)−K(y, z)| dµ(z).

Using the fact that dist(x, suppϕ) ≥ κ`(R) and the Hölder continuity of K, for x and
y as above we get

ˆ
suppϕ

|K(x, z)−K(y, z)| dµ(z) .
ˆ
|x−z|≥κ`(R)

(κ̂`(R))α

|x− z|n+α
dµ(z) .

κ̂α

κα
,

and thus

A1,2 .
κ̂α

κα
`(R)n.

Together with the estimates for A1,1, choosing κ̂ = κ2, this gives

A1 ≤ A1,1 +A1,2 . µ(R)

(
ε
M2n+1

κn+2
+ κα

)
.

To deal with A2, we write

A2 =

∣∣∣∣cR ˆ ϕ̃(x)Tµ−cRHn|LR
ϕ(x) dHn|LR(x)

∣∣∣∣ ≈ ∣∣∣∣ˆ T ∗Hn|LR
ϕ̃(x) d(µ− cRHn|LR)(x)

∣∣∣∣ ,
where T ∗ denotes the transpose of the gradient of the single layer potential. Arguing
as for the term A1, essentially reversing the roles of ϕ and ϕ̃, we get

A2 . µ(R)

(
ε
Mn+1

κn+2
+Mn κα

)
.
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We leave the details for the reader.
Now we will estimate the term A3 in (3.8.16). To this end, �rst we take into

account that ∣∣∣∣ˆ ϕ̃ THn|LR
ϕ̃ dHn|LR

∣∣∣∣ . `(R)n+α.

This follows by the same argument used to prove that |mR(TµχR)| . `(R)α in (3.8.3).
Then we have

A3 ≈
∣∣∣∣ˆ ϕ̃ THn|LR

ϕ dHn|LR
∣∣∣∣

. `(R)n+α +

∣∣∣∣ˆ ϕ̃ THn|LR
(ϕ+ ϕ̃) dHn|LR

∣∣∣∣
≤ `(R)n+α +

∣∣∣∣ˆ ϕ̃ THn|LR
χ̃M,R dHn|LR

∣∣∣∣+

∣∣∣∣ˆ ϕ̃ THn|LR
(χ̃M,R − ϕ− ϕ̃) dHn|LR

∣∣∣∣
= `(R)n+α +A3,1 +A3,2.

The Cauchy-Schwarz inequality and the L2(Hn|LR)-boundedness of THn|LR
imply

A3,2 . ‖χ̃M,R − ϕ− ϕ̃‖L2(Hn|LR ) `(R)n/2 = ‖χ̃κ,R − ϕ̃‖L2(Hn|LR ) `(R)n/2.

To estimate ‖χ̃κ,R− ϕ̃‖L2(Hn|LR ) we use the α-numbers and the thin boundary condi-
tion of R with respect to µ:

‖χ̃κ,R − ϕ̃‖2L2(Hn|LR ) ≤
ˆ
|χ̃κ,R − ϕ̃|2 dµ+

∣∣∣∣ˆ |χ̃κ,R − ϕ̃|2 d(µ−Hn|LR)

∣∣∣∣
. µ

(
U2κ`(R)(R) \R

)
+ αLRµ (MBR) (M`(BR))n+1 ‖∇(|χ̃κ,R − ϕ̃|2)‖∞

. κγ0 µ(R) + εMn+1 κ−1 `(R)n.

where we took into account that ‖∇(|χ̃κ,R − ϕ̃|2)‖∞ . (κ`(R))−1. Thus,

A3,2 .
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2

)
µ(R).

Next we deal with A3,1. To this end, we write

A3,1 . sup
x∈LR∩B(x′R,2`(R))

|THn|LR χ̃M,R(x)| µ(R)

. sup
x∈LR∩B(x′R,2`(R))

|Tx,Hn|LR χ̃M,R(x)| µ(R) +Mn+α`(R)αµ(R),
(3.8.18)

where Tx denotes the frozen operator. To simplify notation we denote by Kx(·) =
∇1Θ(·, 0;A(x)) its kernel. For any x ∈ LR ∩ B(x′R, 2`(R)), by the change of variable
z = 2x− y,

Tx,Hn|LR
χ̃M,R(x) =

ˆ
Kx(x− y) χ̃M,R(y) dHn|LR(y)

=

ˆ
Kx(z − x) χ̃M,R(2x− z) dHn|LR(z).

(3.8.19)
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Hence,

2Tx,Hn|LR
χ̃M,R(x) =

ˆ
Kx(x− y) χ̃M,R(y) dHn|LR(y)

+

ˆ
Kx(y − x) χ̃M,R(2x− y) dHn|LR(y)

=

ˆ
Kx(x− y)

(
χ̃M,R(y)− χ̃M,R(2x− y)

)
dHn|LR(y).

(3.8.20)

To estimate the last integral, recall that χ̃M,R is radial with respect to x′R, and hence

χ̃M,R(2x− y) = χ̃M,R(2x′R − (2x− y)) = χ̃M,R(y + 2(x′R − x)).

Thus, for all x ∈ LR ∩B(x′R, 2`(R)),

supp
(
χ̃M,R − χ̃M,R(2x− ·)

)
⊂ A

(
x′R,

1
2M`(R), 2M`(R)

)
.

Also, for all y ∈ LR, since χ̃M,R is Lipschitz with constant c/(M`(R)),

∣∣χ̃M,R(y)− χ̃M,R(2x− y)
∣∣ =

∣∣χ̃M,R(y)− χ̃M,R(y + 2(x′R − x))
∣∣ . |x′R − x|

M `(R)
.

1

M
.

So we get

|Tx,Hn|LR χ̃M,R(x)| . 1

M

ˆ
A
(
x′R,

1
2M`(R),2M`(R)

) |Kx(x− y)| dHn|LR(y) .
1

M
. (3.8.21)

Together with (3.8.18), this gives

A3,1 .
(
Mn+α`(R)α +M−1

)
µ(R).

Now, gathering this estimate with the one of A3,2, we get

A3 .
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2 +Mn+α`(R)α +M−1 + `(R)α

)
µ(R),

and then, by (3.8.15),

A .M1/2κγ0/2µ(R) +A1 +A2 +A3

.M1/2κγ0/2µ(R) +

(
ε
M2n+1

κn+2
+ κα

)
µ(R) +

(
ε
Mn+1

κn+2
+Mn κα

)
µ(R)

+
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2 +Mn+α`(R)α +M−1 + `(R)α

)
µ(R).

Note that if M is chosen big enough, then κ and `(R) small enough, and �nally ε
small enough (in this order), we get

A ≤ ε3 µ(R).

We can now conclude the estimate of the term I4 in (3.8.11). From (3.8.3), the
last estimate, and (3.8.13), we obtain

I4 ≤ |mR(Tµ(χ̃M,R − χR))|+ |mR(TµχR)|

. `(R)α +
1

µ(R)
(A+B) . `(R)α + κγ0/2 + ε3 . ε3,
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assuming again `(R) and κ to be small enough.

Estimate of I5 and IH5 . Recall that I5 = |mQ(T̂ φµ χ̃M,R)| and that, for x ∈ Q ∈
ChStop(R), by de�nition we have T̂ φµ χ̃M,R(x) = T̂µχ̃M,R(x∗). We split it as follows∣∣T̂ (χ̃M,Rµ) (x∗)

∣∣ ≤ ∣∣T̂ (χ̃M,Rµ)(x∗)− T̂ (χ̃M,RcRHn|LR)(x∗)
∣∣

+
∣∣cRT̂ (χ̃M,RHn|LR)(x∗)

∣∣. (3.8.22)

We consider now the �rst term in the right hand side of inequality (3.8.22). Let T̂x∗

be the frozen operator associated with the kernel K̂x∗(·) := ∇1Θ(·, 0; Â(x∗)). Notice
that by Lemma 3.8.1 and Lemma 4.2.2,∣∣T̂µ(χ̃M,R)(x∗)− T̂cRHn|LR (χ̃M,R)(x∗)

∣∣
.
∣∣T̂x∗,cRHn|LR (χ̃M,R)(x∗)− T̂cRHn|LR (χ̃M,R)(x∗)

∣∣
+
∣∣T̂µ(χ̃M,R)(x∗)− T̂x∗,µ(χ̃M,R)(x∗)

∣∣
+
∣∣T̂x∗,µ(χ̃M,R)(x∗)− T̂x∗,cRHn|LR (χ̃M,R)(x∗)

∣∣
.

∣∣∣∣ˆ χ̃M,R(y) K̂x∗(x
∗ − y)d(µ− cRHn|LR)(y)

∣∣∣∣
+Mα/2`(R)α/2.

(3.8.23)

To estimate the remaining term in the last inequality, we will use the α-numbers.
To this end we consider an auxiliary smooth function ψ which equals 1 on Rn+1 \
B(x∗,∆`(R)/2) and vanishes in B(x∗,∆`(R)/4), with ‖∇ψ‖∞ ≤ 1/(∆`(R)). Then
taking into account that ψ ≡ 1 onMBR∩suppµ, the remaining term in the inequality
above equals∣∣∣∣ˆ χ̃M,R(y)ψ(y) K̂x∗(x

∗ − y)d(µ− cRHn|LR)(y)

∣∣∣∣
≤ αLRµ (MBR) (M`(R))n+1

∥∥∇(χ̃M,R ψ K̂x∗(x
∗ − ·)

)∥∥
∞.

It is easy to check that
∥∥∇(χ̃M,R ψ K̂x∗(x

∗ − ·)
)∥∥
∞ . C(M,∆) `(R)−n−1. Thus, the

integral on the right hand side of (3.8.23) does not exceed C(M,∆) ε, and so∣∣∣T̂µ(χ̃M,R)(x∗)− T̂cRHn|LR (χ̃M,R)(x∗)
∣∣∣ . C(M,∆) ε+ (M`(R))α/2. (3.8.24)

To estimate the second term on the right hand side of inequality (3.8.22), we
denote by w the orthogonal projection of x on LR (recall that x ∈ Q), by w∗ the
re�ection of w with respect to H, and we split∣∣T̂ (χ̃M,RHn|LR)(x∗)

∣∣ ≤ ∣∣T̂ (χ̃M,RHn|LR)(x∗)− T̂x∗(χ̃M,RHn|LR)(x∗)
∣∣

+
∣∣T̂x∗(χ̃M,RHn|LR)(x∗)− T̂xR(χ̃M,RHn|LR)(x∗)

∣∣
+
∣∣T̂xR(χ̃M,RHn|LR)(x∗)− T̂xR(χ̃M,RHn|LR)(w∗)

∣∣
+
∣∣T̂xR(χ̃M,RHn|LR)(w∗)

∣∣,
(3.8.25)

where T̂xR is the frozen operator associated with the kernel K̂xR(·) := ∇1Θ(·, 0; Â(xR)).
Using Lemma 4.2.2, it is easy to check that the �rst term on the right hand side does
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not exceed C (M`(R))α/2. For the third term, since

dist(x∗, suppµ ∩ 2MBR) ≈ ∆`(R)� |x∗ − w∗| = |x− w| . ε1/(n+1)`(R),

by standard arguments we derive∣∣T̂xR(χ̃M,RHn|LR)(x∗)− T̂xR(χ̃M,RHn|LR)(w∗)
∣∣

.
|x∗ − w∗|

(∆`(R))n+1
Hn|LR

(
B(x′R,M`(R))

)
. ε1/(n+1)∆−nMn.

Next we estimate the second term on the right hand side of (3.8.25). We have∣∣T̂x∗(χ̃M,RHn|LR)(x∗)− T̂xR(χ̃M,RHn|LR)(x∗)
∣∣

≤
ˆ

2MBR

|K̂x∗(x
∗ − y)− K̂xR(x∗ − y)| dHn|LR(y).

By (4.2), we have

K̂x∗(z)− K̂xR(z)

=
ω−1
n√

det Â(x∗)

Â(x∗)−1z

(Â(x∗)−1z · z)(n+1)/2
− ω−1

n√
det Â(xR)

Â(xR)−1z

(Â(xR)−1z · z)(n+1)/2
.

By standard estimates and the Hölder continuity of Â it follows that, for any z ∈ Rn+1,

|K̂x∗(z)− K̂xR(z)
∣∣ . |x∗ − xR|α/2|z|n .

`(R)α/2

|z|n . (3.8.26)

Since, for any x ∈ R, dist(x∗, LR) ≈ ∆ `(R), we deduce

ˆ
2MBR

∣∣K̂x∗(x
∗ − y)− K̂xR(x∗ − y)

∣∣ dHn|LR(y) .
`(R)α/2

(∆`(R))n
Hn(2MBR ∩ LR)

≈Mn∆−n`(R)α/2.

Therefore, plugging all these estimates in (3.8.25), we get

|T̂ (χ̃M,RHn|LR)(x∗)
∣∣ .Mα/2`(R)α/2 + ε1/(n+1)∆−nMn

+Mn∆−n`(R)α/2 +
∣∣T̂xR(χ̃M,RHn|LR)(w∗)

∣∣.
To deal with the last term on the right hand side of (3.8.25), we distinguish between

the vertical and the horizontal components, so we set∣∣T̂xR(χ̃M,RHn|LR)(w∗)
∣∣ ≤ ∣∣T̂ VxR(χ̃M,RHn|LR)(w∗)

∣∣+
∣∣T̂HxR(χ̃M,RHn|LR)(w∗)

∣∣.
Being Â(xR) = Id, T̂xR coincides with the Riesz transform modulo some constant
factor. Hence its vertical component coincides with the Poisson transform modulo
some constant factor, so that∣∣T̂ VxR(χ̃M,RHn|LR)(w∗)

∣∣ . 1. (3.8.27)

The horizontal component is estimated like the term THx (χ̃M,RHn|LR)(x) in (3.8.19).
The reader can check that the same estimates hold just replacing x by either w∗ or
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xR appropriately, and Tx by T̂xR . A key point is that, for the kernel K̂H
xR

of T̂HxR , the
change of variable z = 2w − y gives us

T̂HxR,Hn|LR
χ̃M,R(w∗) =

ˆ
K̂H
xR

(w∗ − y) χ̃M,R(y) dHn|LR(y)

=

ˆ
K̂H
xR

(z − (2w − x∗)) χ̃M,R(2w − z) dHn|LR(z)

=

ˆ
K̂H
xR

(z − w∗) χ̃M,R(2w − z) dHn|LR(z),

which is analogous to (3.8.19). Notice that the last identity is only valid for the
horizontal component of the kernel K̂xR (taking into account that K̂xR is the kernel

of the Riesz transform modulo some constant factor, since Â(xR) = Id). Then, as in
(3.8.20), we can write

2 T̂HxR,Hn|LR
χ̃M,R(w∗) =

ˆ
K̂H
xR

(w∗ − y)
(
χ̃M,R(y)− χ̃M,R(2w − y)

)
dHn|LR(y).

Thus, as in (3.8.21), we get∣∣T̂HxR(χ̃M,RHn|LR)(w∗)
∣∣ . 1

M
.

Together with (3.8.24), this yields

I5 ≤ sup
x∈R

∣∣T̂µχ̃M,R(x∗)
∣∣

. C(M,∆) ε+Mα/2`(R)α/2

+Mα/2`(R)α/2 + ε1/(n+1)∆−nMn + 1 +
1

M
+Mn∆−n`(R)α/2.

For IH5 we get almost the same estimate. The only di�erence is that we do not have
to estimate the vertical term in (3.8.27), and thus the summand 1 does not appear in
the last inequality. So we have

IH5 . C(M,∆) ε+Mα/2`(R)α/2+Mα/2`(R)α/2+ε1/(n+1)∆−nMn+
1

M
+Mn∆−n`(R)α/2.

Thus, for M big enough, `(R) small enough and ε small enough, we get

I5 . 1 and IH5 . ε3.

Recall that we showed that IHi ≤ Ii . ε3 for i = 1, . . . , 4, by choosing the param-
eters M and κ properly and assuming ε and `(R) small enough. Then, gathering the
estimates obtained for I1, . . . , I5 and IH5 , the lemma follows.

3.8.4 Proof of Lemma 3.8.5

Recall that
f − f̃ =

∑
Q∈ChStop(R)

mµ,Q(S(µ− µ̃))χQ

and
fH − f̃H =

∑
Q∈ChStop(R)

mµ,Q(SH(µ− µ̃))χQ.
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So we have

‖fH − f̃H‖L2(µ) ≤ ‖f − f̃‖L2(µ) ≤ ‖S(µ− µ̃)‖L2(µ|R)

≤ ‖S(µ|R − µ̃)‖L2(µ|R) + ‖S(µ|Rc)‖L2(µ|R).

To estimate the �rst term on the right hand side we use the L2(µ|R) boundedness of
Sµ and (3.7.1):

‖S(µ|R − µ̃)‖L2(µ|R) . ‖µ̃− µ|R‖ . tγ0µ(R).

To deal with the second term we split Rc in two regions:

D1 = U∆1/2`(R)(R) \R, D2 = Rn+1 \ U∆1/2`(R)(R).

Then we have

‖S(µ|Rc)‖L2(µ|R) ≤ ‖S(χD1µ)‖L2(µ|R) + ‖S(χD2µ)‖L2(µ|R).

By the L2(µ|R) boundedness of Sµ and the thin boundary property, we have

‖S(χD1µ)‖2L2(µ|R) . µ(D1) . ∆γ0/2 µ(R).

To estimate ‖S(χD2µ)‖L2(µ|R), recall that

S(χD2µ)(x) =

ˆ
D2

(
K̂(x, y)− K̂(x∗, y)

)
dµ(y)

For x ∈ R, y ∈ D2, we have

|x− x∗| ≤ 2∆ `(R)� 1

2
∆1/2`(R) ≤ 1

2
|x− y|,

and thus ∣∣K̂(x, y)− K̂(x∗, y)
∣∣ . ∆α/2`(R)α/2

|x− y|n+α/2
.

Therefore, by standard estimates using the n-growth of µ, for x ∈ R,

∣∣S(χD2µ)(x)
∣∣ . ˆ

|x−y|> 1
2

∆1/2`(R)

∆α/2`(R)α/2

|x− y|n+α/2
dµ(y)

.
∆α/2`(R)α/2

(∆1/2`(R))α/2
. ∆α/4.

Hence,
‖S(χD2µ)‖2L2(µ|R) . ∆α/2µ(R).

Together with the previous estimates, this yields

‖fH − f̃H‖L2(µ) ≤ ‖f − f̃‖L2(µ) .
(
tγ0 + ∆min(α/2,γ0/2)

)
µ(R),

which proves the lemma.

3.8.5 Proof of Lemma 3.8.6

We will just prove (3.8.10). The arguments for the other inequalities (3.8.8) and
(3.8.9) are totally analogous. Indeed, the reader can easily check that the operators
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T̂ , S, and SH are essentially interchangeable in the estimates below.
Recall that the measure σ was de�ned in Section 3.7, and that ε̃ is such that

β∞,µ(MBQ) ≤ ε̃ for all Q ∈ ChStop(R), R ∈ Nice.
Let τ be a small number to be chosen below, with ε � τ � min(t,∆) � 1.

For a �xed Q ∈ ChStop(Q) and x ∈ Rn+1, let χ̃1(x) be a smooth radial function
such that supp χ̃1 ⊂ B(0, τ`(Q)) and χ̃1(x) ≡ 1 in B(0, 1

2τ`(Q)). Let also χ̃2

be a smooth radial function supported on the annulus A
(
0, 1

2τ`(Q), 1
2M`(Q)

)
and

such that χ̃2 ≡ 1 in A
(
0, τ`(Q), 1

4M`(Q)
)
. Finally, set χ̃3 a smooth radial func-

tion supported on B
(
0, 1

4M`(Q)
)c
, such that χ̃3 ≡ 1 in B

(
0, 1

2M`(Q)
)c
. We con-

struct the functions χ̃i so that χ̃1 + χ̃2 + χ̃3 = 1. Notice that they depend on the
cube Q. Now denote KSHi,Q

(x, y) = KSH (x, y)χ̃i(|x − y|) for i = 1, 2, 3, so that

KSH (x, y) =
∑3

i=1KSHi,Q
(x, y), and denoting by SHi,Q the operator associated with the

truncated kernel KSHi,Q
, we also have SH =

∑3
i=1 S

H
i,Q. Further, we can write

SHσ =

3∑
i=1

∑
Q∈ChStop(R)

χsuppσQ · SHi,Qσ =:
3∑
i=1

SHi σ in L2(σ)

and

SHµ =
3∑
i=1

∑
Q∈ChStop(R)

χQ · SHi,Qµ =:
3∑
i=1

SHi µ in L2(µ|R)

To shorten the notation, we will write KSHi
(x, y) instead of KSHi,Q

(x, y) when Q is

clear from the context. We split

‖SHσ‖L2(σ) ≤ ‖SH1 σ‖L2(σ) + ‖SH2 σ‖L2(σ) + ‖SH3 σ‖L2(σ). (3.8.28)

Estimate of ‖SH3 σ‖L2(σ). For Q ∈ ChStop(R) and x, x′ ∈ U10ε̃`(Q)(Q(t)), we have

|SH3,Qσ(x)− SH3,Qµ̃(x′)|
≤ |SH3,Qσ(x)− SH3,Qµ̃(x)|+ |SH3,Qµ̃(x)− SH3,Qµ̃(x′)| = S31 + S32.

(3.8.29)

Notice that for x ∈ U10ε̃`(Q)(Q(t)) and y, y′ ∈ U10ε̃`(P )(P(t)), P ∈ ChStop(R), by
Lemma 4.2.1,

∣∣KSH3,Q
(x, y)−KSH3,Q

(x, y′)
∣∣ . |y − y′|α/2

C(t)(`(Q) + `(P ) + dist(P,Q))n+α/2

.
`(P )α/2

C(t)D(P,Q)n+α/2
,

(3.8.30)

where D(P,Q) = `(Q) + `(P ) + dist(P,Q) and the t-dependence of C(t) comes from
the comparability |x − y| ≈ |x − y′|, which depends on t (due to ε̃ � t being very
small). Applying now Lemma 3.7.1, with the Lipα-constant coming from (3.8.30),

S31 = |SH3,Qσ(x)− SH3,Qµ̃(x)| ≤
∑

P∈ChStop(R)

∣∣∣∣ˆ KSH3,Q
(x, y)d(σP − µ̃P )(y)

∣∣∣∣
.Mα/2ε̃α/2C(t)

∑
P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2
.

(3.8.31)
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Concerning S32, by standard estimates, one gets

S32 ≤
ˆ
|KSH3,Q

(x, y)−KSH3,Q
(x′, y)|dµ̃(y) .

ˆ
|x−y|≥ 1

8
M`(Q)

|x− x′|α/2
|xQ − y|n+α/2

dµ̃(y)

.
1

Mα/2
.

(3.8.32)

As a consequence of (3.8.31) and (3.8.32),

|SH3,Qσ(x)−mµ,Q(SH3,Qµ̃)| ≤Mα/2ε̃α/2C(t)
∑

P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2
+

C

Mα/2
.

This implies that for x ∈ suppσQ, Q ∈ ChStop(R),

|SH3 σ(x)| . |mµ,Q(SH3 µ̃)|+Mα/2ε̃α/2C(t)
∑

P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2
+

C

Mα/2
.

(3.8.33)

Denote

g(x) =
∑

Q∈ChStop(R)

∑
P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2
χQ(x). (3.8.34)

Since µ(Q) ≈ σ(Q) for each Q, squaring and integrating (3.8.33) with respect to σ,
we obtain

‖SH3 σ‖2L2(σ) .
∑

Q∈ChStop(R)

mµ,Q(SH3 µ̃)2µ(Q)

+Mαε̃αC(t)‖g‖2L2(µ) +M−α
∑

Q∈ChStop(R)

µ(Q)

≈
∥∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(SH3 µ̃)χQ

∥∥∥∥2

L2(µ|R)

+Mαε̃αC(t)‖g‖2L2(µ) +M−αµ(R).

(3.8.35)

We will estimate ‖g‖L2(µ) by duality: for any non-negative funtion h ∈ L2(µ) write

ˆ
gh dµ =

∑
Q∈ChStop(R)

∑
P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2

ˆ
Q
hdµ

=
∑

P∈ChStop(R)

µ(P )
∑

Q∈ChStop(R)

`(P )α/2

D(P,Q)n+α/2

ˆ
Q
hdµ.

(3.8.36)
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Notice that for each z ∈ P ∈ ChStop(R), integrating on annuli we get

∑
Q∈ChStop(R)

`(P )α/2

D(P,Q)n+α/2

ˆ
Q
hdµ

.
ˆ
Q

`(P )α/2h(y)

(`(P ) + |z − y|)n+α/2
dµ(y)

=

ˆ
|z−y|≤`(P )

`(P )α/2h(y)

(`(P ) + |z − y|)n+α/2
dµ(y)

+

∞∑
i=1

ˆ
2i−1`(P )≤|z−y|≤2i`(P )

`(P )α/2h(y)

(`(P ) + |z − y|)n+α/2
dµ(y)

.
∞∑
i=0

2−iα/2µ(B(z, 2i`(P )))

(2i`(P ))n
mµ,B(z,2i`(P ))(h).

(3.8.37)

Now let Mµ stand for the centered maximal Hardy-Littlewood operator with respect
to µ. Since mµ,B(z,2i`(P ))(h) .Mµh(z) and

∞∑
i=0

2−iα/2µ(B(z, 2i`(P )))

(2i`(P ))n
≤ C,

by (3.8.36) and (3.8.37),

ˆ
gh dµ .

∑
P∈ChStop(R)

inf
z∈P

Mµh(z)µ(P ) ≤
ˆ
Mµh dµ . ‖h‖L2(µ)µ(R)1/2.

Therefore,
‖g‖L2(µ) . µ(R)1/2.

Plugging this into (3.8.35) we get

∥∥SH3 σ∥∥2

L2(σ)
.

∥∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(SH3 µ̃)χQ

∥∥∥∥2

L2(µ|R)

+
(
M−α +Mαε̃αC(t)

)
µ(R)

. ‖f̃H‖2L2(µ) +

∥∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(SH1 µ̃)χQ

∥∥∥∥2

L2(µ|R)

+

∥∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(SH2 µ̃)χQ

∥∥∥∥2

L2(µ|R)

+
(
M−α +Mαε̃αC(t)

)
µ(R).

Estimate of ‖SH1 σ‖L2(σ). Recall that, by (3.7.2), for each Q ∈ ChStop(R),

suppσQ ⊂ U3ε̃`(Q)(supp ΠLQ]µ|Q(t)
) ⊂ U6ε̃`(Q)(Q(t)),

and, for P,Q ∈ ChStop(R) with P 6= Q, by (3.7.3),

dist(suppσP , suppσQ) ≥ t

2
max(`(P ), `(Q)).
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Therefore, recalling that τ � t,

SH1 σ(x) = SH1 σQ(x) for all x ∈ suppσQ. (3.8.38)

Let JQ be the convex hull of U10ε̃`(Q)(Q(3τ)) ∩ LQ. Then the following hold:

1. By the thin boundary condition, we have

σQ
(
(JQ)c

)
≤ µ(Q \ U20ε̃`(Q)(Q(3τ))) ≤ µ(Q \Q(4τ)) . τγ0µ(Q).

2. Let ψ3BQ be a smooth function that equals 1 in 2BQ, vanishes in (3BQ)c and
such that ‖∇ψ3BQ‖∞ . `(Q)−1. Then, for each x ∈ LQ ∩ Uτ`(Q)(JQ),

χB(x,3ε̃`(Q)) ΠLQ]µ|Q(t)
= χB(x,3ε̃`(Q)) ΠLQ](ψ3BQµ).

Notice now that

‖SH1 σ‖2L2(σ) =
∑

Q∈ChStop(R)

‖SH1 σ‖2L2(σQ),

and for each Q ∈ ChStop(R),

‖SH1 σ‖2L2(σQ) = ‖SH1 σ‖2L2(σQ|JQ ) + ‖SH1 σ‖2L2(σQ|(JQ)c ) = S11 + S12.

Write SH1 σ(x) = T̂H1 σ(x)− T̂H1 σ(x∗). Since τ`(Q)� ∆`(R), we have T̂H1 σ(x∗) =
0. Therefore, by (3.8.38), the Cauchy-Schwarz inequality, the property (1) of JQ, and
the n-growth of the measure σ,

S12 =
∥∥T̂H1 σ

∥∥2

L2(σQ|(JQ)c )
=
∥∥T̂H1 σQ

∥∥2

L2(σQ|(JQ)c )

≤
∥∥T̂H1 σQ

∥∥2

L4(Hn|LQ )
σQ
(
(JQ)c

)1/2
. ‖T̂1σQ‖2L4(Hn|LQ ) τ

γ0/2µ(Q)1/2.

Recall that σQ = gQHn|LQ for some function gQ such that 0 ≤ gQ . χ2BQ∩LQ . Since

T̂H1,Hn|LQ
is bounded in L4(Hn|LQ) (by the uniform recti�ability of LQ, for example),

we have ‖T̂1σQ‖L4(Hn|LQ ) . `(Q)n/4, and thus

S12 . τγ0/2µ(Q).

We treat now S11. To this end, notice that for x ∈ JQ, by (3.8.38), a freezing

argument and the antisymmetry of the kernel ∇1Θ(·, ·; Â(x)), we have

|SH1 σ(x)| = |SH1 σQ(x)| ≤
∣∣∣∣ˆ ∇1Θ(x, y; Â(x))dσQ(y)

∣∣∣∣+ C`(Q)α

=

∣∣∣∣ˆ
|x−y|≤τ`(Q)

∇1Θ(x, y; Â(x))(gQ(y)− gQ(x))dHn|LQ(y)

∣∣∣∣+ C`(Q)α

.
ˆ
|x−y|≤τ`(Q)

Lip
(
gQ|LQ∩Uτ`(Q)(JQ)

)
|x− y|n−1

dHn|LQ(y) + `(Q)α

. τ`(Q) Lip
(
gQ|LQ∩Uτ`(Q)(JQ)

)
+ `(Q)α.

(3.8.39)
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To estimate Lip
(
gQ|LQ∩Uτ`(Q)(JQ)

)
, observe that for z ∈ LQ ∩Uτ`(Q)(JQ), ΠLQ(z) = z.

Then property (2) of JQ implies that∣∣∇gQ(z)
∣∣ =

∣∣∇(ΠLQ]µ|Q(t)
∗ ϕ2ε̃`(Q))(z)

∣∣ =
∣∣(∇ϕ2ε̃`(Q) ∗ΠLQ]ψ3BQµ)(z)

∣∣
=

∣∣∣∣ˆ ∇ϕ2ε̃`(Q)(z − y) dΠLQ]ψ3BQµ(y)

∣∣∣∣
=

∣∣∣∣ˆ ∇ϕ2ε̃`(Q)

(
z −ΠLQ(y)

)
ψ3BQ(y) dµ(y)

∣∣∣∣
=

∣∣∣∣ˆ ∇ϕ2ε̃`(Q)

(
ΠLQ(z)−ΠLQ(y)

)
ψ3BQ(y) dµ(y)

∣∣∣∣
=

∣∣∣∣ˆ (
∇ϕ2ε̃`(Q) ◦ΠLQ)(z − y)ψ3BQ(y) d(µ− cQHn|LQ)(y)

∣∣∣∣
. α

LQ
µ (MBQ)Mn+1`(Q)n+1 Lip

((
∇ϕ2ε̃`(Q) ◦ΠLQ)(z − ·)ψ3BQ

)
To estimate Lip

((
∇ϕ2ε̃`(Q) ◦ΠLQ)(x− ·)ψ3BQ

)
, we use the fact that

Lip(∇(ϕ2ε̃`(Q) ◦ΠLQ)) ≤ Lip(∇ϕ2ε̃`(Q)) + ‖∇ϕ2ε̃`(Q)‖∞
C

`(Q)
.

1

(ε̃`(Q))n+2
,

and then it follows easily also that

Lip
((
∇ϕ2ε̃`(Q) ◦ΠLQ)(x− ·)ψ3BQ

)
.

1

(ε̃`(Q))n+2
.

Therefore, ∣∣∇gQ(z)
∣∣ . α

LQ
µ (MBQ)Mn+1

ε̃n+2`(Q)
.

Plugging this estimate in (3.8.39), we get that for x ∈ JQ,

|SH1 σ(x)| . α
LQ
µ (MBQ)

τMn+1

ε̃n+2
+ `(Q)α.

Thus,
S11 = ‖SH1 σ‖2L2(σQ|JQ ) .

(
M2n+2 τ2 ε̃−2n−4 ε2 + `(Q)2α

)
µ(Q).

Therefore, if `(Q) and ε are small enough, we obtain

S11 = ‖SH1 σ‖2L2(σQ|JQ ) ≤
ε5

2
µ(Q),

and �nally

‖SH1 σ‖2L2(σ) =
∑

Q∈ChStop(R)

‖SH1 σ‖2L2(σQ) ≤
(ε5

2
+ Cτγ0/2

)
µ(R) ≤ ε5 µ(R),

for τ small enough.
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Estimate of ‖SH2 σ‖L2(σ). First we will estimate ‖SH2 σ‖L2(σ) in terms of ‖SH2 σ‖L2(µ̃).
Recall that, by de�nition, σ̃Q = ΠLQ]µ|Q(t)

. By Fubini

‖SH2 σ‖2L2(σ) =

ˆ
|SH2 σ(x)|2dσ(x) =

∑
Q∈ChStop(R)

ˆ
|SH2 σ(x)|2dσQ(x)

=
∑

Q∈ChStop(R)

ˆ
|SH2 σ(x)|2

(
σ̃Q ∗ ϕ2ε̃`(Q)

)
(x) dHn|LQ(x)

=
∑

Q∈ChStop(R)

ˆ (
ϕε̃`(Q) ∗ |SH2 σ|2Hn|LQ

)
(x) dσ̃Q(x)

≤
∑

Q∈ChStop(R)

ˆ
sup

|y − x| ≤ 2ε̃`(Q)
y ∈ LQ

|SH2 σ(y)|2dσ̃Q(x)

=
∑

Q∈ChStop(R)

ˆ
sup

|y − ΠLQ
(z)| ≤ 2ε̃`(Q)

y ∈ LQ

|SH2 σ(y)|2dµ|Q(t)
(z)

≤
∑

Q∈ChStop(R)

ˆ
sup

|y − z| ≤ 3ε̃`(Q)
y ∈ LQ

|SH2 σ(y)|2dµ|Q(t)
(z),

(3.8.40)

since |y − z| ≤ |y −ΠLQ(z)|+ |ΠLQ(z)− z| ≤ 3ε̃`(Q). For such y, z, we write

∣∣SH2 σ(y)
∣∣ ≤ ∣∣SH2 σ(z)

∣∣+

ˆ ∣∣KSH2
(y, x)−KSH2

(z, x)
∣∣dσ(x).

Taking into account that
∣∣KSH2

(y, ·)−KSH2
(z, ·)

∣∣ is supported in

A
(
y, 1

2τ`(Q), 1
2M`(Q)

)
∪A

(
z, 1

2τ`(Q), 1
2M`(Q)

)
and that ε̃� τ , by Lemma 4.2.1, we deduce

ˆ ∣∣KSH2
(y, x)−KSH2

(z, x)
∣∣dσ(x) .

ˆ
1
4
τ`(Q)≤|x−y|≤M`(Q)

|y − z|α/2
|x− y|n+α/2

dσ(x)

. ε̃α/2Mn τ−n−α/2.

Therefore, by (3.8.40),

‖SH2 σ‖2L2(σ) . ‖SH2 σ‖2L2(µ̃) + ε̃αM2n τ−2n−αµ(R).

Notice that arguing as in (3.8.31), for x ∈ U10ε̃`(Q)(Q(t)), we get

|SH2 σ(x)| ≤ |SH2 σ(x)− SH2 µ̃(x)|+ |SH2 µ̃(x)|

.Mα/2ε̃α/2C(t, τ)
∑

P∈ChStop(R)

`(P )α/2µ(P )

D(P,Q)n+α/2
+ |SH2 µ̃(x)|.

De�ne g as in (3.8.34). Arguing as in (3.8.35), (3.8.36) and (3.8.37), we get

‖SH2 σ‖2L2(µ̃) . ε̃αMαC(t, τ)‖g‖2L2(µ̃) + ‖SH2 µ̃‖2L2(µ̃).
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Therefore, estimating ‖g‖2L2(µ̃) by duality as it was done in the estimate of SH3 , we
have

‖SH2 σ‖2L2(σ) . ε̃αC(M, t, τ)µ(R) + ‖SH2 µ̃‖2L2(µ|R). (3.8.41)

Estimate of ‖SH2 µ̃‖2L2(µ|R). We write

‖SH2 µ̃‖2L2(µ|R) .
ˆ
|SH2 (µ|R)(x)|2dµ̃(x)

+

ˆ
|SH2 (µ|R)(x)|2d|µ|R − µ̃|(x) +

ˆ
R
|SH2 µ̃− SH2 (µ|R)|2dµ(x).

(3.8.42)

Concerning the last term on the right hand side, by (3.7.1) and the fact that the
maximal operator SH∗,µ is bounded in L2(µ|R), we derive

ˆ
R
|SH2 µ̃− SH2 (µ|R)|2dµ(x) . ‖µ̃− µ|R‖ . tγ0 µ(R).

To deal with the second term on the right hand side of (3.8.42) we argue analogously,
using Cauchy-Schwarz and the L4(µ|R) boundedness of SH∗,µ. Then we get

ˆ
|SH2 (µ|R)(x)|2d

∣∣µ|R − µ̃∣∣(x) . tγ0/2 µ(R).

Finally we turn our attention to the �rst term. For x ∈ Q ∈ ChStop(R), we write

TH2,x for the corresponding frozen operator related to the kernel K̂2,x. Taking into
account that M`(Q)� ∆`(R), we write∣∣SH2 (µ|R)(x)

∣∣ =
∣∣T̂H2 (µ|R)(x)

∣∣ ≤ ∣∣T̂H2,x(µ|R)(x)
∣∣+
∣∣T̂H2 (µ|R)(x)− T̂H2,x(µ|R)(x)

∣∣
≤
∣∣T̂H2,x(µ|R)(x)

∣∣+ C`(R)α/2

≤
∣∣T̂H2,x(cQHn|LQ)(x)

∣∣+
∣∣∣ˆ K̂H

2,x(x− y)d(µ− cQHn|LQ)(y)
∣∣∣+ C`(R)α/2

= S21 + S22 + C`(R)α/2.

Notice that T̂H2,x(cQHn|LQ)(x′) = 0 for x′ = ΠLQ(x), x ∈ Q. Therefore, using the
standard estimates in Lemma 4.2.1 we get

S21 =
∣∣T̂2,x(cQHn|LQ))(x)− T̂2,x(cQHn|LQ)(x′)

∣∣
.
ˆ

100MBQ

|K̂2,x(x− y)− K̂2,x(x′ − y)| dHn|LQ(y) . C(M, τ)ε̃α/2.

To estimate the term S22, we will use the fact that α
LQ
µ (MBQ) ≤ ε, that is

S22 ≤ C(M) Lip(K̂H
2 )α

LQ
µ (MBQ)`(Q)n+1 . C(M, τ)ε.

Hence, ˆ
|SH2 (µ|R)(x)|2dµ̃(x) . C(M, τ)(ε̃α + ε2 + `(R)α)µ(R).

Gathering the estimates above we get

‖SH2 µ̃‖2L2(µ|R) .
(
tγ0/2 + C(M, τ)(ε̃α + ε2 + `(R)α)

)
µ(R) ≤ ε5

10
µ(R),
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by choosing t, `(R), ε, ε̃ small enough. Together with (3.8.41), this implies that

‖SH2 σ‖2L2(σ) . ε̃αMαC(t)µ(R) +
ε5

10
µ(R)µ(R) ≤ ε5

5
µ(R),

by appropriate choices of M , t and ε̃ again.

End of the proof of Lemma 3.8.6. Taking into account that∥∥∥∥ ∑
Q∈ChStop(R)

mµ,Q(SH2 µ̃)χQ

∥∥∥∥2

L2(µ|R)

≤ ‖SH2 µ̃‖2L2(µ|R),

from the splitting (3.8.28) and the estimates obtained for ‖SH1 σ‖L2(σ), ‖SH2 σ‖L2(σ),

‖SH3 σ‖L2(σ), and ‖SH2 µ̃‖2L2(µ|R), we derive∥∥SHσ∥∥2

L2(σ)
. ‖f̃H‖2L2(µ) +

∑
Q∈ChStop(R)

|mµ,Q(SH1 µ̃)|2 µ(Q) +
ε5

2
µ(R). (3.8.43)

Hence to conclude the proof of the lemma it just remains to estimate the second term
on the right hand side above.

For a �xed cube Q ∈ ChStop(R), we write

µ(Q)
∣∣mµ,Q(SH1 µ̃)

∣∣ ≤ ∣∣∣∣ˆ
Q
SH1 (χQµ) dµ

∣∣∣∣+

∣∣∣∣ˆ
Q
SH1 (µ̃− χQµ) dµ

∣∣∣∣ . (3.8.44)

To estimate the �rst term on the right hand side, recall that by (3.2.5), the di�erence
between the kernel of SH1,Q and its antisymmetric part satis�es∣∣∣KSH1,Q

(x, y)−K
S
H,(a)
1,Q

(x, y)
∣∣∣ . 1

|x− y|n−α/2 ,

and so∣∣∣∣ˆ
Q
SH1 (χQµ) dµ

∣∣∣∣ . ˆ
Q

1

|x− y|n−α/2 dµ . `(Q)n+α/2 . `(R)α/2 µ(Q). (3.8.45)

Concerning the second term on the right hand side of (3.8.44), observe that

µ̃− χQµ = χQc µ̃− χQ\Q(t)
µ.

Then, using the fact that suppKSH1,Q
(x, ·) ⊂ B(x,M−1`(Q)) and Cauchy-Schwarz we

deduce∣∣∣∣ˆ
Q
SH1 (µ̃− χQµ) dµ

∣∣∣∣ =

∣∣∣∣ˆ
Q

∣∣SH1 (χUM−1`(Q)(Q)\Qµ̃− χQ\Q(t)
µ) dµ̃

∣∣∣∣
≤
∥∥SH1 (χUM−1`(Q)(Q)\Qµ̃− χQ\Q(t)

µ)
∥∥
L2(µ|Q)

µ(Q)1/2.

Notice that SH1,Q(·µ) is bounded in L2(µ|R). Indeed, one can easily check that for all

g ∈ L2(µ|R) and all x ∈ Rn+1,

|SH1,Q(g µ)(x)| ≤ SH∗ (g µ)(x),

where SH∗ (·µ) is the maximal operator associated with SH(·µ) and then the claim
follows from Cotlar's inequality. This fact, together with the thin boundary condition
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for Q yields∥∥SH1 (χUM−1`(Q)(Q)\Qµ̃− χQ\Q(t)
µ)
∥∥
L2(µ|Q)

. µ
(
Uτ`(Q)(Q) \Q

)1/2
+ µ

(
Q \Q(t)

)1/2
. (τγ0/2 + tγ0/2)µ(Q)1/2.

Therefore, ∣∣∣∣ˆ
Q
SH1 (χQc µ̃) dµ̃

∣∣∣∣ . (τγ0/2 + tγ0/2)µ(Q).

Together with (3.8.44) and (3.8.45), the last estimate yields∣∣mµ,Q(SH1 µ̃)
∣∣ . `(R)α/2 + τγ0/2 + tγ0/2.

Plugging this into (3.8.43), we get∥∥SHσ∥∥2

L2(σ)
. ‖f̃H‖2L2(µ) +

(
`(R)α + τγ0 + tγ0

)
µ(R) +

ε5

2
µ(R),

which proves the lemma by choosing τ , t, and `(R) small enough.

3.9 The continuous measure ν

We consider R ∈ Nice and σ as above. Because of technical reasons, it is convenient
to replace σ by a continuous measure ν (i.e., a measure absolutely continuous with
respect to Lebesgue measure). Let ϕ be a radial non-negative C∞ function supported
in B(0, 1) such that

´
ϕdLn+1 = 1, and set

ν = σ ∗ 1

sn+1
ϕ
( ·
s

)
, (3.9.1)

where s is small enough and will be �xed below. For the moment, let us say that
s� minQ∈ChStop(R) `(Q).

Recall that, by Lemma 3.7.2, σ has n-polynomial growth. It is immediate to check
that the same holds for ν, that is

ν(B(x, r)) ≤ C rn for all x ∈ Rn+1, r > 0. (3.9.2)

The estimate in the following lemma is the analogue of (3.8.4) in Lemma 3.8.2
with ν replacing σ.

Lemma 3.9.1. Assume s > 0 small enough in the de�nition of ν and `(R) ≤ 1. We
have ˆ

|T̂ ν|2 dν ≤ C `(R)n.

We remark that the smallness requirement on s in this lemma may depend on the
number of cubes in ChStop(R), thus the value of the threshold is merely qualitative.

Proof. By Fubini, Lemma 4.2.2 and the n-growth of σ,

ˆ
|T̂ ν|2 dν =

ˆ
|T̂ ν|2 d(ϕs ∗ σ) =

ˆ
(|T̂ ν|2) ∗ ϕs dσ

≤
ˆ

sup
|x−y|≤s

|T̂ ν(y)|2 dσ(x) ≤
ˆ

sup
|x−y|≤s

|T̂yν(y)|2 dσ(x) + C `(R)n+α.

(3.9.3)
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For all x ∈ suppσ and y such that |y − x| ≤ s, we write

|T̂yν(y)| = |(ϕs ∗ T̂yσ)(y)| ≤ |(ϕs ∗ T̂xσ)(y)|+ |ϕs ∗ (T̂xσ − T̂yσ)(y)|, (3.9.4)

where T̂y stands for the frozen operator with kernel ∇1Θ(·, 0;A(y)). To estimate the

last term on the right hand side, observe that one can estimate the kernel of T̂x − T̂y
as in (3.8.26). Recall that σ is supported in a �nite union of n-planes, and that it has
a smooth density with respect to Hn on each n-plane. Then one easily gets∣∣T̂xσ(y)− T̂yσ(y)

∣∣ ≤ C(σ) |x− y|α/2, (3.9.5)

with C(σ) depending on the precise form of σ (like the number of cubes in ChStop(R),
for example).

Concerning the �rst term on the right hand side of (3.9.4), we claim that, if
|x− y| ≤ s,

|(ϕs ∗ T̂xσ)(y)| ≤ |T̂x,sσ(x)|+ C,

where T̂x,s stands for the s-truncated version of T̂x. The arguments to show this are
quite standard, but we show the details for the reader's convenience. We write

|(ϕs ∗ T̂xσ)(y)| ≤
∣∣(ϕs ∗ T̂x(χB(y,2s)σ)

)
(y)
∣∣+
∣∣(ϕs ∗ T̂x(χB(y,2s)cσ)

)
(y)
∣∣.

We have

|ϕs ∗ T̂x(χB(y,2s)σ)(y)| .
ˆ
ϕs(y − w)

ˆ
B(y,2s)

1

|w − z|n dσ(z) dLn+1(w)

.
1

sn+1

ˆ
B(y,2s)

ˆ
|w−z|≤3s

1

|w − z|n dL
n+1(w) dσ(z)

.
1

sn+1

ˆ
B(y,2s)

s dσ(z) . 1.

Also, by standard estimates,

|ϕs ∗ T̂x(χB(y,2s)cσ)(y)| ≤ sup
|y−z|≤s

|T̂x(χB(y,2s)cσ)(z)|

≤ |T̂x,sσ(x)|+ Csup
r>s

σ(B(x, r))

rn
≤ |T̂x,sσ(x)|+ C,

which concludes the proof of our claim.
By (3.9.4), (3.9.5), and the claim above, we deduce

|T̂yν(y)| ≤ C(σ) |x− y|α/2 + |T̂x,sσ(x)|+ C ≤ C(σ) sα/2 + |T̂x,sσ(x)|+ C,

since |x− y| ≤ s. Plugging this estimate into (3.9.3), we get

ˆ
|T̂ ν|2 dν .

ˆ
|T̂x,sσ(x)|2 dσ(x) + C(σ) sα `(R)n + C`(R)n + C `(R)n+α.

Taking into account that `(R) ≤ 1 and using the connection between the kernels of
T̂x and T̂ stated in Lemma 4.2.2, we derive

ˆ
|T̂ ν|2 dν .

ˆ
|T̂sσ|2 dσ + C(σ) sα `(R)n + C`(R)n.
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Since T̂ is bounded in L2(σ) (with a qualitative bound on the norm, at least), by
standard Calderón-Zygmund theory we deduce that

ˆ
|T̂sσ|2 dσ →

ˆ
|T̂ σ|2 dσ as s→ 0.

Thus, using also (3.8.4),

ˆ
|T̂ ν|2 dν .

ˆ
|T̂ σ|2 dσ + `(R)n . `(R)n.

which proves the lemma.

Our next objective is to show that
´
|SHν|2 dν is very small if

´
|SHσ|2 dσ is also

small. That is, we have to transfer the estimate in Lemma 3.8.3 to the measure ν.
The fact that we are considering just the horizontal component H will be essential in
this case. We need the following auxiliary result, proven in [NTV14a, Lemma 1].

Lemma 3.9.2. Suppose that f is a C2-smooth compactly supported function on an
n-plane L parallel to H. Then the function RH(f Hn|L) is a Lipschitz function in
Rn+1, harmonic outside supp(f Hn|L), and it satis�es

sup |RH(f Hn|L)| ≤ CD2 sup
L
|∇2

Hf |

and
‖RH(f Hn|L)‖Lip ≤ CD sup

L
|∇2

Hf |,

where D is the diameter of supp(f Hn|L) and ∇H is the partial gradient involving only
the derivatives in the directions parallel to H.

Note that the second di�erential ∇2
Hf and the corresponding supremum on the

right hand side are considered on L only (the function f in the lemma does not even
need to be de�ned outside L) while the H-restricted Riesz transform RH(f Hn|L) on
the left hand side is viewed as a function on the entire space Rn+1 and its supremum
and the Lipschitz norm are also taken in Rn+1.

Remark 7. Below, we will apply Lemma 3.9.2 to the operator T̂x, by means of the
change of variable φ(y) = Â(x)1/2 y. Note that then the matrix Aφ in Corollary
3.5.1 coincides with the identity, and thus the operator Tφ in (3.5.1) equals the Riesz

transform, modulo a universal factor. Hence, by Lemma 3.5.3, denotingDx = Â(x)1/2,
for any measure η we have

cnRη(y) = Dx T̂x((Dx)]η)(Dxy), (3.9.6)

for all x, y.

Lemma 3.9.3. Assume s > 0 small enough in the de�nition of ν and let ε′ > 0. If
‖TRµ‖2L2(µ) ≤ ε1 µ(R), then

ˆ
|SHν|2 dν . ε′ `(R)n,

assuming that ε, ε1, `(R), t, and ∆ are small enough and M is big enough (as in
Lemma 3.8.3).
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Proof. Recall that
SHν(x) = T̂Hν(x)− T̂Hν(x∗).

Consider the matrix Dx = Â(x)1/2 and the n-plane Hx = D−1
x (H). Then we write

ˆ
|SHν|2 dν .

ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x)|2 dν(x)

+

ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x∗)|2 dν(x).

(3.9.7)

To estimate the �rst integral on the right hand side we claim that

|ΠHx Dx T̂xν(x)−ΠH T̂ ν(x)| . `(R)α/2 (1 + |T̂ ν(x)|) for all x ∈ supp ν, (3.9.8)

and also that the same estimate holds replacing ν by σ. That is,

|ΠHx Dx T̂xσ(x)−ΠH T̂ σ(x)| . `(R)α/2 (1 + |T̂ σ(x)|) for all x ∈ suppσ. (3.9.9)

To prove (3.9.8), we �x x ∈ supp ν and we set

|ΠHx Dx T̂xν(x)−ΠH T̂ ν(x)| ≤ |ΠHx Dx (T̂xν(x)− T̂ ν(x))|+ |(ΠHx Dx −ΠH) T̂ ν(x)|.
(3.9.10)

Now we estimate the �rst summand on the right hand side:

|ΠHx Dx (T̂xν(x)− T̂ ν(x))| . |T̂xν(x)− T̂ ν(x)| .
ˆ

1

|x− y|n−α/2 dν(y) . `(R)α/2,

(3.9.11)
using (3.9.2) in the last inequality.

Concerning the last summand on the right hand side of (3.9.10), we have

|(ΠHx Dx −ΠH) T̂ ν(x)| ≤
(
‖ΠHxDx −ΠHx‖+ ‖ΠHx −ΠH‖

)
|T̂ ν(x)|.

By the Hölder continuity of Â, we have

‖ΠHxDx −ΠHx‖ ≤ ‖Dx − Id‖ . |x− xR|α/2 ≤ C `(R)α/2.

Also, taking into account that Hx = D−1
x (H), we get

‖ΠHx −ΠH‖ . ‖Dx − Id‖ . `(R)α/2.

Thus,
|(ΠHx Dx −ΠH) T̂ ν(x))| . `(R)α/2|T̂ ν(x)|,

which together with (3.9.11) concludes the proof of (3.9.8). The arguments for (3.9.9)
are analogous and are left for the reader.

From the claim (3.9.8) and applying Lemma 3.9.1, we derive

ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x)|2 dν(x) . `(R)α

(
`(R)n +

ˆ
|T̂ ν|2 dν

)
. `(R)n+α.
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To deal with the second integral on the right hand side of (3.9.7), we write

ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x∗)|2 dν(x)

.
ˆ
|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 dσ(x)

+

∣∣∣∣ˆ |ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 d(σ − ν)(x)

∣∣∣∣
+

ˆ
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)|2 dν(x)

+

ˆ
|T̂Hσ(x∗)− T̂Hν(x∗)|2 dν(x)

=: I1 + I2 + I3 + I4.

To deal with the term I1 we apply (3.9.9) and Lemmas 3.8.3 and 3.8.2, and then
we get

I1 .
ˆ
|SHσ|2 dσ +

ˆ
|ΠHx Dx T̂xσ(x)− T̂Hσ(x)|2 dσ(x)

.
ˆ
|SHσ|2 dσ + `(R)α

(
`(R)n +

ˆ
|T̂ σ|2 dσ

)
. (ε2 + `(R)α) `(R)n.

Next we consider the integral I3. To this end, observe that for any given x, since
T̂x is a convolution operator,

ΠHx Dx T̂xν(x) = ΠHx Dx T̂x(ϕs ∗ σ)(x) = ϕs ∗
(
ΠHx Dx T̂xσ

)
(x).

Therefore,

|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)| =
∣∣ΠHx Dx T̂xσ(x)− ϕs ∗

(
ΠHx Dx T̂xσ

)
(x)
∣∣

≤ sup
|y−x|≤s

|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xσ(y)|.

(3.9.12)

Recall now that, by (3.9.6),

Dx T̂xσ(x) = cnR(Dx−1]σ)(D−1
x x). (3.9.13)

Since σ is supported on a �nite union of planes parallel to H, it follows that the
measure Dx−1]σ is supported on a �nite union of planes which are parallel to Hx =
D−1
x H. Then, by Lemma 3.9.2 (applied with Hx instead of H), it turns out that

ΠHx Dx T̂xσ(·) is a Lipschitz function (with the Lipschitz norm depending on the
precise construction of σ, and in particular on the number of cubes in ChStop(R)).
Hence, the right hand side of (3.9.12) tends to 0 uniformly on x as s→ 0, so

|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)| → 0 as s→ 0,

uniformly on x too. This implies that

I3 = I3(s) =

ˆ
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)|2 dν(x)→ 0 as s→ 0.



102 Chapter 3. Gradients of Single Layer Potentials and Uniform Recti�ability

To estimate I4, note that

T̂Hν(x∗) =

ˆ
K̂H(x∗, y) dν(y) =

ˆ (
K̂H(x∗, ·) ∗ ϕs

)
(y) dσ(y).

By the Hölder continuity of K̂H(x∗, ·) with x ∈ suppσ, it follows easily that T̂Hν(x∗)→
T̂Hσ(x∗) as s → 0 uniformly for x ∈ suppσ, taking into account also that for
x ∈ suppσ ∪ supp ν,

dist(x∗, suppσ ∪ supp ν) & ∆ `(R)� s,

for s small enough. Then we deduce that

I4 = I4(s)→ 0 as s→ 0.

Finally we turn our attention to the term I2. Observe that

I2 =

∣∣∣∣ˆ |ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 d(σ − ϕs ∗ σ)(x)

∣∣∣∣
≤
ˆ ∣∣|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 − ϕs ∗

(
|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2

)∣∣ dσ(x)

. `(R)n sup
x∈suppσ
|y−x|≤s

∣∣|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 − |ΠHy Dy T̂yσ(y)− T̂Hσ(y∗)|2
∣∣.

We claim now that ΠHx Dx T̂xσ(x) − T̂Hσ(x∗) is a Hölder continuous function of x,
for x in a small neighborhood of suppσ. Clearly, this implies that

sup
x∈suppσ
|y−x|≤s

∣∣|ΠHx Dx T̂xσ(x)−T̂Hσ(x∗)|2−|ΠHy Dy T̂yσ(y)−T̂Hσ(y∗)|2
∣∣→ 0 as s→ 0,

and thus
I2 = I2(s)→ 0 as s→ 0.

By the same arguments used to estimate I4, it is easy to check that T̂Hσ(x∗) is
a Hölder continuous function of x, for x in a small neighborhood of suppσ. Thus, to
prove our claim it su�ces to show that ΠHx Dx T̂xσ(x) is a Hölder continuous function
of x in that neighborhood. To this end, for x, y in a small neighborhood of suppσ we
write∣∣ΠHx Dx T̂xσ(x)−ΠHy Dy T̂yσ(y)

∣∣ ≤ ∣∣ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xσ(y)
∣∣

+
∣∣ΠHx Dx (T̂xσ(y)− T̂yσ(y))

∣∣
+
∣∣(ΠHx Dx −ΠHy Dy) T̂yσ(y))

∣∣ =: J1 + J2 + J3.

By (3.9.13) and Lemma 3.9.2 (applied with Hx replacing H) we have

J1 = cn
∣∣ΠHxR(Dx−1]σ)(D−1

x x)−ΠHxR(Dx−1]σ)(D−1
x y)

∣∣
≤ C(σ) |D−1

x x−D−1
x y| ≤ C(σ)|x− y|.

Regarding J2, we have
J2 .

∣∣T̂xσ(y)− T̂yσ(y)
∣∣.
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Recall that T̂x − T̂y is an odd convolution operator whose kernel K = K̂x − K̂y is
given as in (3.8.3), and it satis�es

|K(z)| ≤ C |x− y|α/2 1

|z|n and |∇K(z)| ≤ C |x− y|α/2 1

|z|n+1
. (3.9.14)

From this fact and the smoothness of the density of σ with respect to Hn on a �nite
union of n-planes, one easily gets∣∣T̂xσ(y)− T̂yσ(y)

∣∣ ≤ C(σ)|x− y|α/2.

Next we turn to J3:

J3 ≤ ‖ΠHx Dx −ΠHy Dy‖ |T̂yσ(y)|
≤
(
‖(ΠHx −ΠHy)Dx‖+ ‖ΠHy (Dx −Dy)‖

)
|T̂yσ(y)|

.
(
‖ΠHx −ΠHy‖+ ‖Dx −Dy‖

)
|T̂yσ(y)|.

Recall that Dx = Â(x)1/2 and Hx = D−1
x (H). Then, by the Hölder continuity of Â,

we derive
‖ΠHx −ΠHy‖+ ‖Dx −Dy‖ .σ |x− y|α/2.

Taking into account that |T̂yσ(y)| ≤ C(σ), we deduce that

J3 ≤ C(σ) |x− y|α/2.

Thus ΠHx Dx T̂xσ(x) is a Hölder continuous function of x with exponent α/2, as
claimed.

The lemma follows from the estimates obtained for I1, I2, I3, and I4.

3.10 The function h and the vector �eld Ψ

For each cube Q from the intermediate non-BAUP layer NB(R) with non-BAUPness
parameter δ > 0, we de�ne a function hQ as follows. First we consider a radial C∞

function h0 supported in B(0, 1) such that h0 = 1 on B(0, 1/2) and 0 ≤ h0 ≤ 1. Then
we set

hQ(x) = h0

(
x− zaQ
δ `(Q)

)
− h0

(
x− zbQ
δ `(Q)

)
,

where zaQ and zbQ are the points introduced in De�nition 3.4.1 and such that the vector

zaQ − zbQ is parallel to H. This can be achieved by taking the n-plane L in De�nition
3.4.1 parallel to H. Note that supphQ ⊂ 3BQ, and the support of the negative part
of hQ does not intersect suppµ. On the other hand, the support of the positive part
of hQ includes a su�ciently big portion of the measure, so that

´
hQ dµ & c(δ)µ(Q).

Next, by a Vitali type covering lemma, we extract a subfamily NB′(R) ⊂ NB(R)
such that the balls 4BQ, Q ∈ NB′(R), are pairwise disjoint and so that∑

Q∈NB′(R)

µ(Q) ≥ c µ(R),
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where c depends at most on the AD-regularity constant of µ. Then we de�ne

h =
∑

Q∈NB′(R)

hQ.

Lemma 3.10.1. Assume ε and the parameter s in the de�nition of ν in (3.9.1) small
enough. Then the function h satis�es: supph ⊂ 3BR, dist(supph,H) ≥ ∆ `(R)/2,
h ≥ 0 on supp ν and ˆ

h dν ≥ c7(δ) ν(Rn+1),

with c7(δ) > 0.

The proof of this lemma is elementary and follows from the construction of h.

Our next objective consists in constructing a vector �eld Ψ satisfying the properties
stated in the next lemma.

Lemma 3.10.2. There exists a compactly supported Lipschitz vector �eld Ψ: Rn+1 →
Rn+1 which satis�es the following:
(i) Ψ =

∑
Q∈NB′(R) ΨQ, supp Ψ ⊂ 3BR ∩ Rn+1

+ , and dist(supp Ψ, H) ≥ ∆
2 `(R).

(ii) For each Q ∈ NB′(R), supp ΨQ ⊂ 3BQ and

ˆ
ΨQ dLn+1 = 0, ‖ΨQ‖∞ .

1

δ `(Q)
, and ‖ΨQ‖Lip .

1

δ2`(Q)2
.

(iii)
ˆ
|Ψ| dLn+1 . δ−1 `(R)n.

(iv) For each Q ∈ NB′(R),

T̂H,∗(ΨQ Ln+1) = hQ + eQ,

with the �error term� eQ satisfying

|eQ(x)| . C(δ) `(R)γ̃ `(Q)n+β̃

(|x− xQ|+ `(Q))n+β̃
for all x ∈ 10BR,

where β̃ and γ̃ are some �xed positive constants depending on n and α.
(v) ‖SH(|Ψ|Ln+1)‖L2(ν) ≤ C(δ)µ(R)1/2, assuming the parameter s in the de�nition

of ν small enough.

We remark that in the statement (iv) above, T̂H,∗(ΨQ Ln+1) stands for the adjoint

of T̂H applied to the vectorial measure ΨQ Ln+1. That is,

T̂H,∗(ΨQ Ln+1)(x) =

ˆ
K̂H(y, x) ·ΨQ(y) dLn+1(y),

where `·' is the scalar product. Sometimes, abusing notation, we will write T̂H,∗ΨQ

instead of T̂H,∗(ΨQ Ln+1). We will use analogous notations for other operators.

Proof. To construct each function ΨQ for Q ∈ NB′(R) we argue as in [NTV14a,
Section 24]. Let vQ be the unit vector in the direction zaQ− zbQ. Consider the function

gQ(x) =

ˆ 0

−∞
hQ(x+ tvQ) dt,
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so that ∇vQgQ = hQ. Since the restriction of hQ to any line parallel to vQ consists of
two opposite bumps, the support of hQ is contained in the convex hull of B(zaQ, δ`(Q))

and B(zbQ, δ`(Q)). Also, since ‖∇jhQ‖L∞ ≤ C(j)[δ`(Q)]−j and since supphQ inter-
sects any line parallel to vQ over two intervals of total length 4δ`(Q) or less, we have

|∇jgQ(x)| ≤
ˆ 0

−∞
|(∇jhQ)(x+ tvQ)| dt ≤ C(j)

[δ`(Q)]j−1
(3.10.1)

for all j ≥ 0.
We de�ne the vector �elds

ΨQ = −∆gQ vQ, Ψ =
∑

Q∈NB′(R)

ΨQ,

so that the properties (i) and (ii) in the lemma hold, because of (3.10.1). Indeed, the
mean zero property holds because the integral of the Laplacian of a compactly sup-
ported C∞ function over the entire space is 0 and the support property holds because
the balls B(xQ, 3`(Q)) lie deep inside 3BR. The property (iii) is also immediate:

ˆ
|Ψ| dLn+1 =

∑
Q∈NB′(R)

ˆ
|ΨQ| dLn+1 .

∑
Q∈NB′(R)

[δ`(Q)]−1 Ln+1(B(xQ, 3`(Q)))

(3.10.2)

. δ−1
∑

Q∈NB′(R)

`(Q)n . δ−1
∑

Q∈NB′(R)

µ(Q) . δ−1µ(R) . (3.10.3)

Next we turn our attention to the statement (iv). Since Â(xR) = Id, the kernel of
T̂xR is the gradient of the fundamental solution of the Laplacian (i.e., the Riesz kernel

times an absolute constant). Thus, T̂xR(∆gQ) = ∇gQ and so T̂HxR(∆gQ) = ∇HgQ.
Therefore, since vQ ∈ H,

T̂H,∗xR
ΨQ = T̂H,∗xR

(−∆gQ vQ) = T̂HxR(∆gQ) · vQ = T̂xR(∆gQ) · vQ = ∇vQgQ = hQ.

Hence,
T̂H,∗ΨQ = hQ +

(
T̂H,∗ΨQ − T̂H,∗xR

ΨQ

)
=: hQ + eQ.

We estimate eQ as follows:

|eQ(x)| ≤
∣∣T̂H,∗ΨQ(x)− T̂H,∗x ΨQ(x)

∣∣+
∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR

ΨQ(x)
∣∣. (3.10.4)

For the �rst summand on the right hand side we write∣∣T̂H,∗ΨQ(x)− T̂H,∗x ΨQ(x)
∣∣ ≤ ˆ

|K̂H(y, x)− K̂H
x (y, x)| |ΨQ(y)| dLn+1(y)

.
ˆ

1

|x− y|n−α/2 |ΨQ(y)| dLn+1(y)

.
1

δ `(Q)

ˆ
B(xQ,3`(Q))

1

|x− y|n−α/2 dL
n+1(y)

.
1

δ `(Q)
`(Q)1+α/2 . δ−1`(R)α/2.
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Concerning the last summand in (3.10.4), we write∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR
ΨQ(x)

∣∣ ≤ ˆ
|K̂H

x (y − x)− K̂H
xR

(y − x)| |ΨQ(y)| dLn+1(y).

As in (3.9.14) we have

|K̂H
x (y − x)− K̂H

xR
(y − x)| ≤ |K̂x(y − x)− K̂xR(y − x)| . |x− xR|

α/2

|x− y|n

.
`(R)α/2

|x− y|n

for all x ∈ 10BR. Hence, for such points x,∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR
ΨQ(x)

∣∣ . `(R)α/2
ˆ

1

|x− y|n |ΨQ(y)| dLn+1(y)

.
`(R)α/2

δ `(Q)

ˆ
B(xQ,3`(Q))

1

|x− y|n dL
n+1(y) . δ−1`(R)α/2.

Therefore,
|eQ(x)| . δ−1`(R)α/2 for all x ∈ 10BR. (3.10.5)

On the other hand, we also have

|eQ(x)| ≤
∣∣T̂H,∗ΨQ(x)

∣∣+
∣∣T̂H,∗xR

ΨQ(x)
∣∣.

For x ∈ 6BQ, we have∣∣T̂H,∗ΨQ(x)
∣∣ . 1

δ `(Q)

ˆ
B(xQ,3`(Q))

1

|x− y|n dL
n+1(y) . δ−1.

Using that ΨQ has zero mean and standard estimates, for x ∈ (6BQ)c we get

∣∣T̂H,∗ΨQ(x)
∣∣ ≤ ˆ

|K̂H(y − x)− K̂H(xQ − x)| |ΨQ(y)| dLn+1(y)

.
1

δ `(Q)

ˆ
B(xQ,3`(Q))

`(Q)α/2

|x− xQ|n+α/2
dLn+1(y)

.
`(Q)n+α/2

δ |x− xQ|n+α/2
.

So we infer that for all x ∈ Rn+1,

∣∣T̂H,∗ΨQ(x)
∣∣ . δ−1`(Q)n+α/2

(`(Q) + |x− xQ|)n+α/2
.

The same estimate holds for
∣∣T̂H,∗x ΨQ(x)

∣∣, and thus

|eQ(x)| . δ−1`(Q)n+α/2

(`(Q) + |x− xQ|)n+α/2
for all x ∈ Rn+1. (3.10.6)

Denote γ = α/(2(2n + α)). Notice that γα/2 = α2/(4(2n + α)) < 1/4 and
(1 − γ)(n + γ) = n + α/4. So, by taking a suitable weighted geometric mean of
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(3.10.5) and (3.10.6), we obtain

|eQ(x)| = |eQ(x)|γ |eQ(x)|1−γ .
δ−1`(R)α

2/(4(2n+α))`(Q)n+α/4(
|x− xQ|+ `(Q)

)n+α/4

for all x ∈ 10BR, which completes the proof of (iv) by choosing γ̃ = α2/(4(2n + α))
and β̃ = α/4.

Finally we turn our attention to the estimate (v). First we will show that

‖SH(|Ψ|Ln+1)‖2L2(µ|R) ≤ C(δ)µ(R). (3.10.7)

We consider the auxiliary measure

ξ =
∑

Q∈NB′(R)

1

`(Q)
Ln+1|3BQ .

We claim that ξ has n-polynomial growth. That is,

ξ(B(x, r)) . rn for all x ∈ Rn+1, r > 0. (3.10.8)

The arguments to prove this are standard, but we show the details for the reader's con-
venience. It su�ces to prove the preceding inequality for x ∈ supp ξ ⊂ ⋃Q∈NB′(R) 3BQ.

So �x a point x ∈ 3BQ, for some Q ∈ NB′(R). Since the balls 4BP , P ∈ NB′(R), are
pairwise disjoint, it is clear that the condition (3.10.8) holds for r < `(Q). In the case
r ≥ `(Q), let I(x, r) denote the family of cubes P ∈ NB′(R) such that 3BP ∩B(x, r) 6=
∅. Taking into account again that the balls 4BS , S ∈ NB′(R), are pairwise disjoint,
it follows that, for any P ∈ I(x, r), r ≥ `(P ) and then BP ⊂ B(x, 7r). Therefore,

ξ(B(x, r)) ≤
∑

P∈I(x,r)

ξ(3BP ) ≈
∑

P∈I(x,r)

`(P )n ≤
∑

P∈I(x,r)

µ(P ) ≤ µ(B(x, 7r)) . rn.

Recall now that µ|R is n-AD-regular and T̂µ|R is bounded in L2(µ|R). As a conse-
quence, the maximal operator

T̂ξ,∗f(x) = sup
ε>0
|T̂ξ,εf(x)| = sup

ε>0

∣∣∣ ˆ
|x−y|>ε

K̂(x, y) f(y) dξ(y)
∣∣∣

is bounded from L2(ξ) to L2(µ|R) (see Proposition 5 from [Dav84]).
Consider the vector �eld Ψ̃ de�ned by

Ψ̃ =
∑

Q∈NB′(R)

`(Q) ΨQ,

so that |Ψ| Ln+1 = |Ψ̃| ξ. Observe that, by (ii),

‖Ψ̃‖L∞(ξ) . δ−1,

and thus

‖Ψ̃‖2L2(ξ) . δ−2
∑

Q∈NB′(R)

`(Q)n . δ−2
∑

Q∈NB′(R)

µ(Q) . δ−2 µ(R).
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For each x ∈ R, we split

|SH(|Ψ| Ln+1)(x)| = |SH(|Ψ̃| ξ)(x)| ≤ |T̂ (|Ψ̃|ξ)(x)|+ |T̂ (|Ψ̃|ξ)(x∗)|.

By standard estimates, it is also immediate to check that

|T̂ (|Ψ̃|ξ)(x∗)| ≤ |T̂∗(|Ψ̃|ξ)(x)|+Mn(|Ψ̃|ξ)(x),

where Mn is the maximal radial operator

Mnτ(x) = sup
r>0

|τ |(B(x, r))

rn
, (3.10.9)

for any signed measure τ . So we deduce that

‖SH(|Ψ| Ln+1)‖2L2(µ|R) . ‖T̂ξ,∗(|Ψ̃|)‖2L2(µ|R) + ‖Mn(|Ψ̃|ξ)‖2L2(µ|R).

Analogously to T̂ξ,∗, the operator Mn(· ξ) is also bounded from L2(ξ) to L2(µ|R) (see
[Dav84] again). Hence,

‖SH(|Ψ| Ln+1)‖2L2(µ|R) . ‖Ψ̃‖2L2(ξ) . δ−2 µ(R). (3.10.10)

Our next objective is to prove the analogous estimate in L2(σ), that is,

‖SH(|Ψ|Ln+1)‖2L2(σ) ≤ C(δ)µ(R).

Recall that σ =
∑

P∈ChStop(R) σP , where σP = gP Hn|LP , with gP . χ2BP . So we have

‖SH(|Ψ|Ln+1)‖2L2(σ) =
∑

P∈ChStop(R)

‖SH(|Ψ|Ln+1)‖2L2(σP ).

For each P ∈ ChStop(R) we split

‖SH(|Ψ|Ln+1)‖2L2(σP ) ≤ 2

ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dσP

+ 2

ˆ
|SH(χ(3BP )c |Ψ|Ln+1)|2 dσP .

(3.10.11)

Concerning the �rst summand on the right hand side, we have

ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dσP .

ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dHn|LP . (3.10.12)

Since T̂Hn|LP
is bounded in L2(Hn|LP ), the same argument as in (3.10.10) shows that

‖SH(χ3BP |Ψ| Ln+1)‖2L2(Hn|LP ) . ‖χ3BP Ψ̃‖2L2(ξ) . δ−2 `(P )n, (3.10.13)

taking into account that ‖Ψ̃‖L∞(ξ) . δ−1 and the polynomial growth of ξ for the last
inequality.

To estimate the last integral on the right hand side of (3.10.11) we will show �rst
that∣∣SH(χ(3BP )c |Ψ|Ln+1)(x)− SH(χ(3BP )c |Ψ|Ln+1)(y)

∣∣ . δ−1 for all x, y ∈ 2BP .
(3.10.14)
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To this end, note that the left hand side above equals∣∣SH(χ(3BP )c |Ψ̃|ξ)(x)− SH(χ(3BP )c |Ψ̃|ξ)(y)
∣∣

≤
∣∣T̂Hξ (χ(3BP )c |Ψ̃|)(x)− T̂Hξ (χ(3BP )c |Ψ̃|)(y)

∣∣
+
∣∣T̂Hξ (χ(3BP )c |Ψ̃|)(x∗)− T̂Hξ (χ(3BP )c |Ψ̃|)(y∗)

∣∣.
Taking into account that both x and y are far from the supp(χ(3BP )c |Ψ̃|), more pre-
cisely, |x − y| . `(P ) . min(dist(x, (3BP )c), dist(y, (3BP )c)), by standard estimates
from Calderón-Zygmund theory it follows that∣∣T̂Hξ (χ(3BP )c |Ψ̃|)(x)− T̂Hξ (χ(3BP )c |Ψ̃|)(y)

∣∣ . ∥∥χ(3BP )c |Ψ̃|
∥∥
L∞(ξ)

. δ−1.

By analogous reasons, the same estimate holds replacing x by x∗ and y by y∗. Hence,
(3.10.14) is proven.

From (3.10.14) we infer that∥∥SH(χ(3BP )c |Ψ|Ln+1)
∥∥
∞,2BQ

≤
∣∣mµ,P (SH(χ(3BP )c |Ψ|Ln+1))

∣∣+ Cδ−1

≤
∣∣mµ,P (SH(|Ψ|Ln+1))

∣∣
+
∣∣mµ,P (SH(χ3BP |Ψ|Ln+1))

∣∣+ Cδ−1.

Arguing again as in (3.10.10), we obtain∣∣mµ,P (SH(χ3BP |Ψ|Ln+1))
∣∣2 ≤ mµ,P

(
|SH(χ3BP |Ψ|Ln+1)|2

)
.

1

µ(P )

∥∥χ3BP |Ψ̃|
∥∥2

L2(ξ)
. δ−2.

Therefore,

‖SH(χ(3BP )c |Ψ|Ln+1)‖∞,2BP ≤
∣∣mµ,P (SH(|Ψ|Ln+1))

∣∣+ Cδ−1.

As a consequence,

ˆ
|SH(χ(3BP )c |Ψ|Ln+1)|2 dσP .

∣∣mµ,P (SH(|Ψ|Ln+1))
∣∣2 `(P )n + δ−2`(P )n.

Together with (3.10.12) and (3.10.13), this yields

ˆ
|SH(|Ψ|Ln+1)|2 dσP .

∣∣mµ,P (SH(|Ψ|Ln+1))
∣∣2 `(P )n + δ−2`(P )n

.
ˆ
P
|SH(|Ψ|Ln+1)|2 dµ+ δ−2`(P )n.

Summing on P ∈ ChStop(R) and using (3.10.7), we obtain

‖SH(|Ψ|Ln+1)‖2L2(σ) . ‖SH(|Ψ|Ln+1)‖2L2(µ|R) + δ−2`(R)n ≤ C(δ) `(R)n.
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To prove the �nal estimate in (v) we just use the preceding inequality and take
into account thatˆ

|SH(|Ψ|Ln+1)|2 dν =

ˆ
|SH(|Ψ|Ln+1)|2 d(ϕs ∗ σ)

=

ˆ
(|SH(|Ψ|Ln+1)|2) ∗ ϕs dσ →

ˆ
|SH(|Ψ|Ln+1)|2 dσ

as s→ 0, since |SH(|Ψ|Ln+1)|2 is a continuous function.

3.11 The variational argument

In this section we will prove the following:

Proposition 3.11.1. Let R ∈ Nice and ν be as in Section 3.9. Suppose that ε and
`(R) are small enough, depending on the non-BAUPness parameter δ. Then we have

‖SHν‖2L2(σ) ≥ c8(δ)µ(R).

Together with Lemma 3.9.3 this shows that, for each R ∈ Nice, ‖TRµ‖2L2(µ) ≥
ε1 µ(R), assuming that ε, `(R), t, and ∆ are small enough and M is big enough. This
proves Proposition 3.4.1 and Theorem 3.1.

3.11.1 A pointwise inequality

The �rst step to prove Proposition 3.11.1 is the next one.

Lemma 3.11.1. Suppose that for some 0 < λ ≤ 1 the inequality
ˆ
|SHν|2dν ≤ λ ν(Rn+1)

holds. Let h be the function in Lemma 3.10.1 and c7(δ) the constant in the same
lemma. Then, there is some function b ∈ L∞(ν) such that
(i) 0 ≤ b ≤ 2,

(ii)
ˆ
b h dν ≥ c7(δ) ν(Rn+1),

and such that the measure η = bν satis�es
ˆ
|SHη|2dη ≤ 2λ ν(Rn+1) (3.11.1)

and

|SHη(x)|2 + 2SH,∗((SHη)η)(x) ≤ 6c7(δ)−1λ for η-a.e. x ∈ Rn+1. (3.11.2)

Proof. In order to �nd such a function b, we consider the following class of admissible
functions

A =
{
a ∈ L∞(ν) : a ≥ 0,

´
a h dν ≥ c7(δ) ν(Rn+1)

}
(3.11.3)

and we de�ne a functional J on A by

J(a) = λ‖a‖L∞(ν) ν(Rn+1) +

ˆ
|SH(aν)|2a dν.
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Observe that 1 ∈ A and

J(1) = λ ν(Rn+1) +

ˆ
|SHν|2 dν ≤ 2λ ν(Rn+1).

Thus
inf
a∈A

J(a) ≤ 2λ ν(Rn+1).

Since J(a) ≥ λ‖a‖L∞(ν) ν(Rn+1), it is clear that

inf
a∈A

J(a) = inf
a∈A:‖a‖L∞(ν)≤2

J(a).

We claim that J attains a global minimum on A, i.e. there is a function b ∈ A such
that J(b) ≤ J(a) for all a ∈ A. Indeed, by the Banach-Alaoglu theorem there exists a
sequence {ak}k ⊂ A, with J(ak)→ infa∈A J(a), ‖ak‖L∞(ν) ≤ 2, so that ak converges
weakly ∗ in L∞(ν) to some function b ∈ A. It is clear that b satis�es (i) and (ii).
Recall that we denoted by KH

S the kernel of SH . Since y 7→ KH
S (x, y) belongs to L1(ν)

(recall that ν has bounded density with respect to Lebesgue measure), it follows that
for all x ∈ Rn+1 SH(akν)(x) → SH(bν)(x) as k → ∞. Taking into account that, for
every k,

|SH(akν)(x)| .
ˆ

1

|x− y|n dν(y) <∞

by the dominated convergence theorem we infer that

ˆ
|SH(akν)|2dν →

ˆ
|SH(bν)|2dν as k →∞.

Using also that ‖b‖L∞(ν) ≤ lim supk ‖ak‖L∞(ν), it follows that J(b) ≤ lim supk J(ak),
which proves the claim that J(·) attains a minimum at b.

The estimate (3.11.1) for η = b ν follows from the fact that J(b) ≤ J(1) ≤
2λ ν(Rn+1).

To prove (3.11.2) we will apply a variational argument taking advantage of the
fact that b is a minimizer for J . Let B be any ball centered in supp η. Now, for every
0 ≤ t < 1, de�ne

bt = (1− tχB)b+ t
(hη)(B)

(hη)(Rn+1)
b,

where we used the notation (hη)(A) =
´
A h dη. To make the writing easier, we will

also write below just (hη)(A). It is clear that bt ∈ A for all 0 ≤ t < 1 and b0 = b.
Therefore,

J(b) ≤ J(bt) = λ‖bt‖∞ν(Rn+1) +

ˆ
|SH(btν)|2bt dν

≤ λ
(

1 + t
(hη)(B)

(hη)(Rn+1)

)
‖b‖∞ν(Rn+1) +

ˆ
|SH(btν)|2bt dν := H(t).

Since H(0) = J(b), we have that H(0) ≤ H(t) for 0 ≤ t < 1, thus H ′(0+) ≥ 0
(assuming that H ′(0+) exists). Notice that

dbt
dt

∣∣∣
t=0

= −χBb+
(hη)(B)

(hη)(Rn+1)
b,
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Therefore,

0 ≤ H ′(0+) = λ
(hη)(B)

(hη)(Rn+1)
‖b‖∞ν(Rn+1) +

d

dt

∣∣∣
t=0

ˆ
|SH(btν)|2btdν

= λ
(hη)(B)

(hη)(Rn+1)
‖b‖∞ν(Rn+1)

+ 2

ˆ
SH
(
dbt
dt

∣∣∣
t=0

ν

)
· SHη b dν +

ˆ
|SHη|2dbt

dt

∣∣∣
t=0

dν

= λ
(hη)(B)

(hη)(Rn+1)
‖b‖∞ν(Rn+1)

+ 2

ˆ
SH
((
−χBb+

(hη)(B)

(hη)(Rn+1)
b

)
ν

)
· SHη b dν

+

ˆ
|SHη|2

(
−χBb+

(hη)(B)

(hη)(Rn+1)
b

)
dν

= λ
(hη)(B)

(hη)(Rn+1)
‖b‖∞ν(Rn+1)− 2

ˆ
SH(χBη) · SHη dη

+ 2
(hη)(B)

(hη)(Rn+1)

ˆ
|SHη|2 dη −

ˆ
B
|SHη|2 dη +

(hη)(B)

(hη)(Rn+1)

ˆ
|SHη|2 dη.

The fact that the derivatives above commute with the integral sign and with the
operator SH is guaranteed by the fact that bt is an a�ne function of t and then
one can expand the integrand |SH(btν)|2bt and obtain a polynomial expression on t.
Rearranging terms and using also that λ ≤ 1 and that J(b) ≤ 2λ (hη)(Rn+1), we get

ˆ
B
|SHη|2 dη + 2

ˆ
SH(χBη) · SHη dη

≤ (hη)(B)

(hη)(Rn+1)

[
λ‖b‖∞ν(Rn+1) + 3

ˆ
|SHη|2 dη

]
≤ 3 c7(δ)−1J(b) (hη)(B) ≤ 6 c7(δ)−1λ (hη)(B).

Dividing by η(B), recalling that h ≤ 1 and taking into account that

ˆ
SH(χBη) · SHη dη =

ˆ
B
SH,∗((SHη)η) dη,

we obtain

1

η(B)

ˆ
B
|SHη|2dη +

2

η(B)

ˆ
B
SH,∗((SHη)η) dη ≤ 6 c7(δ)−1λ.

Then, letting η(B) → 0 and applying Lebesgue's di�erentiation theorem, we deduce
that

|SHη(x)|2 + 2SH,∗((SHη)η)(x) ≤ 6 c7(δ)−1λ for η-a.e. x ∈ Rn+1,

as desired.

Lemma 3.11.2. Assume that
ˆ
|SHν|2 dν ≤ λν(Rn+1) for some 0 < λ ≤ 1, and let

b and η be as in Lemma 3.11.1. Then we have

|SHη(x)|2 + 4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+ C`(R)α/2 for all x ∈ Rn+1
+ .
(3.11.4)
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Proof. Since η has a bounded density with respect to Lebesgue measure which is also
uniformly bounded, it is immediate to check that the expression on the left hand side
of (3.11.4) is a continuous function of x. Thus, by Lemma 3.11.1 and by continuity,
the inequality (3.11.4) holds for all x ∈ supp η.

For any x ∈ ∂Rn+1
+ = H, using (3.8.3) and that x = x∗, we get

K̂H(y∗, x) = K̂H(y, x∗) = K̂H(y, x),

and thus, for any vectorial measure ~ω,

SH,∗~ω(x) =

ˆ
KH
S (y, x) · d~ω(y)

=

ˆ
K̂H(y, x) · d~ω(y)−

ˆ
K̂H(y∗, x) · d~ω(y) = 0.

Now we claim that the de�nition of SH implies

sup
x∈Rn+1

+

|SH,∗~ω(x)| ≤ sup
x∈supp(~ω)

|SH,∗~ω(x)|, (3.11.5)

for each vector valued measure ~ω which is compactly supported in Rn+1 and absolutely
continuous with respect to Lebesgue measure with a bounded density function. To
show this, by the maximum principle, it is enough to show that SH,∗~ω is Â-harmonic
in Rn+1

+ \ supp(~ω). In turn, to this end it su�ces to show that for 1 ≤ k ≤ n and for
any signed measure dω = g dx, with g ∈ L∞ and compactly supported in Rn+1

+ , the
function

f(x) :=

ˆ (
∂ykEÂ(y, x)− ∂ykEÂ(y∗, x)

)
dω(y)

is Â-harmonic in Rn+1
+ \ supp(ω). Given ϕ ∈ C∞c (Rn+1

+ \ suppω), by Fubini's theorem
we get

ˆ
Â∇f ∇ϕdx =

ˆ
Â(x)∇x

(ˆ
∂yk(E

Â
(y, x)− E

Â
(y∗, x)) g(y) dy

)
· ∇ϕ(x) dx

=

ˆˆ
Â(x)∇x∂yk(E

Â
(y, x)− E

Â
(y∗, x)) · ∇ϕ(x) dx g(y) dy

=

ˆ
∂yk

ˆ
Â(x)∇xEÂ(y, x) · ∇ϕ(x) dx g(y)dy

−
ˆ
∂yk

ˆ
Â(x)∇xEÂ(y∗, x) · ∇ϕ(x) dx g(y)dy

=

ˆ
(∂ykϕ(y)− ∂ykϕ(y∗)) g(y) dy = 0.

Therefore, f is Â-harmonic Rn+1
+ \ supp(~ω) and thus (3.11.5) holds.

To prove (3.11.4) we use the elementary formula

1

2
|z|2 = sup

β>0
e∈Rn+1,‖e‖=1

β 〈e, z〉 − 1

2
β2 for all z ∈ Rn+1.
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We apply it with z = SHη(x) and we get

1

2
|SHη(x)|2 = sup

β>0
e∈Rn+1,‖e‖=1

β 〈e, SHη(x)〉 − 1

2
β2. (3.11.6)

Now, if e = (e1, . . . , en+1) and we de�ne the vector valued measure ηe = (ηe1, . . . , ηen+1),
for all x ∈ Rn+1

+ we obtain

〈e, SHη(x)〉 =

ˆ
KH
S (x, y) · e dη(y) =

ˆ
KH
S (x, y) · d(ηe)(y)

= −SH,∗(ηe)(x) + e ·
ˆ [

KH
S (x, y) +KH

S (y, x)
]
dη(y).

Taking into account K̂H(y∗, x) = K̂H(y, x∗) and (3.2.5) applied to Â, we derive

|KH
S (x, y) +KH

S (y, x)| = |K̂H(x, y)− K̂H(x∗, y) + K̂H(y, x)− K̂H(y∗, x)|
≤ |K̂H(x, y) + K̂H(y, x)|+ |K̂H(y, x∗) + K̂H(x∗, y)|

.
1

|x− y|n−α/2 +
1

|x∗ − y|n−α/2 .
1

|x− y|n−α/2 ,

since |x− y| ≤ |x∗ − y| for all x, y ∈ Rn+1
+ . So the function

F (x) :=

ˆ [
KH
S (x, y) +KH

S (y, x)
]
dη(y)

satis�es

|F (x)| .
ˆ

1

|x− y|n−α/2 dη(y) . `(R)α/2

if dist(x,R) ≤ 1. In the case that dist(x,Q) ≥ 1, we use the fact that |K̂H(x, y)| +
|K̂H(y, x)| . 1 by Lemma 4.2.1 (c), and it also follows that

|F (x)| ≤
ˆ ∣∣KH

S (x, y) +KH
S (y, x)

∣∣ dη(y) . ‖η‖ . `(R)n . `(R)α/2,

So in both cases we get

〈e, SHη(x)〉 = −SH,∗(ηe)(x) + F (x) · e, (3.11.7)

with |F (x)| . `(R)α/2.
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We insert the above calculation in (3.11.6) and by (3.11.5) we get, for x ∈ Rn+1
+ ,

|SHη(x)|2 + 4SH,∗
(
[SHη]η

)
(x)

= sup
β>0

e∈Rn+1,‖e‖=1

{
−2βSH,∗(ηe)(x) + 2βF (x) · e− β2 + 4SH,∗

(
[SHη]η

)
(x)
}

= sup
β>0

e∈Rn+1,‖e‖=1

{
SH,∗

(
−2βηe+ 4[SHη]η

)
(x) + 2βF (x) · e− β2

}
≤ sup

β>0
e∈Rn+1,‖e‖=1

sup
z∈supp(η)

{
SH,∗

(
−2βηe+ 4[SHη]η

)
(z) + 2βF (x) · e− β2

}
= sup

z∈supp(η)
sup
β>0

e∈Rn+1,‖e‖=1

{
SH,∗

(
−2βηe+ 4[SHη]η

)
(z) + 2βF (x) · e− β2

}
.

Now we reverse the process using again (3.11.7) to obtain

|SHη(x)|2 + 4SH,∗
(
[SHη]η

)
(x)

≤ sup
z∈supp(η)

sup
β>0

e∈Rn+1,‖e‖=1

{
−2βSH,∗(ηe)(z) + 4SH,∗

(
[SHη]η

)
(z) + 2βF (x) · e− β2

}
= sup

z∈supp(η)
sup
β>0

e∈Rn+1,‖e‖=1

{
− 2β〈SHη(z), e〉 − 2βF (z) · e

+ 4SH,∗
(
[SHη]η

)
(z) + 2βF (x) · e− β2

}
= sup

z∈supp(η)
sup
β>0

e∈Rn+1,‖e‖=1

{
−2β

〈
SHη(z) + (F (x)− F (z)), e

〉
+ 4SH,∗ ([Tη]η) (z)− β2

}
= sup

z∈supp(η)

{∣∣SHη(z) + (F (x) +G(z))
∣∣2 + 4SH,∗

(
[SHη]η

)
(z)
}

≤ sup
z∈supp(η)

{
2|SHη(z)|2 + 4SH,∗

(
[SHη]η

)
(z)
}

+ C `(R)α/2.

Finally, we apply (3.11.2) to get

|SHη(x)|2+4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+C`(R)α/2 for all x ∈ Rn+1
+ , (3.11.8)

as wished.

3.11.2 Proof of Proposition 3.11.1

Let R ∈ Nice and ν be as in Section 3.9. We have to show that

‖SHν‖2L2(σ) ≥ c8(δ)µ(R),

with c8(δ) > 0. We assume that this does not hold and we argue by contradiction. So
we suppose that

´
|SHν|2dν ≤ λ ν(Rn+1) for some small λ ∈ (0, 1) to be �xed below

and then we will get a contradiction if λ is chosen small enough (depending on δ). By
Lemma 3.11.2, our assumption implies that the measure η de�ned in Lemma 3.11.1
satis�es

|SHη(x)|2 + 4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+ C`(R)α/2 for all x ∈ Rn+1
+ .
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Consider the vector �eld Ψ from Lemma 3.10.1 in Section 3.10. Multiplying the
preceding inequality by |Ψ| and integrating with respect to Lebesgue measure, we
deriveˆ

|SHη|2 |Ψ| dLn+1 ≤ 4

ˆ
SH,∗

(
(SHη)η

)
|Ψ| dLn+1

+
(
12c7(δ)−1λ+ C`(R)α/2

) ˆ
|Ψ| dLn+1.

(3.11.9)

By Lemma 3.10.2 we have(
12c7(δ)−1λ+ C`(R)α/2

) ˆ
|Ψ| dLn+1 ≤ C(δ)

(
λ+ `(R)α/2

)
`(R)n.

Regarding the �rst integral on the right hand side of (3.11.9), we have

ˆ
SH,∗

(
(SHη)η

)
|Ψ| dLn+1 =

ˆ
SHη · SH(|Ψ| Ln+1) dη

≤
(ˆ
|SHη|2 dη

)1/2(
2

ˆ
|SH(|Ψ| Ln+1)|2 dν

)1/2

≤ λ1/2 η(Rn+1)1/2C(δ)µ(R) ≤ C(δ)λ1/2 µ(R),

by (3.11.1) and (v) from Lemma 3.10.2. So we derive

ˆ
|SHη|2 |Ψ| dLn+1≤ C(δ)λ1/2µ(R) + C(δ) (λ+ `(R)α/2)µ(R)

≤ C(δ) (λ1/2 + `(R)α/2)µ(R).

(3.11.10)

Next we will estimate from below the integral on the left hand side above. By
Cauchy-Schwarz, we have

ˆ
|SHη|2 |Ψ| dLn+1 ≥

(ˆ
|SHη| |Ψ| dLn+1

)2 (ˆ
|Ψ| dLn+1

)−1

≥ c(δ)

µ(R)

(ˆ
SHη ·Ψ dLn+1

)2

=
c(δ)

µ(R)

(ˆ
SH,∗(ΨLn+1) dη

)2

.

(3.11.11)

By the de�nition of SH and the fact that K̂H(y∗, x) = K̂H(y, x∗) (by (3.8.3)), we get

SH,∗(ΨLn+1)(x) =

ˆ
K̂H(y, x) ·Ψ(y) dLn+1(y)−

ˆ
K̂H(y∗, x) ·Ψ(y) dLn+1(y)

= T̂H,∗(ΨLn+1)(x)− T̂H,∗(ΨLn+1)(x∗).

Thus, by Lemma 3.10.2 (iv),

ˆ
SH,∗(ΨLn+1) dη =

ˆ
T̂H,∗(ΨLn+1)(x) dη(x)−

ˆ
T̂H,∗(ΨLn+1)(x∗) dη(x)

=
∑

Q∈NB′(R)

ˆ
(hQ + eQ) dη −

ˆ
T̂H,∗(ΨLn+1)(x∗) dη(x).

(3.11.12)
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By Lemma 3.10.1 and Lemma 3.10.2 (iv),

∑
Q∈NB′(R)

ˆ
(hQ + eQ) dη ≥ c(δ)µ(R)− C(δ)

∑
Q∈NB′(R)

ˆ
`(R)γ̃ `(Q)n+β̃

(|x− xQ|+ `(Q))n+β̃
dη(x).

Using the polynomial growth of ν (recall (3.9.2)) and standard estimates, for each
Q ∈ NB′(R) we get

ˆ
`(R)γ̃ `(Q)n+β̃

(|x− xQ|+ `(Q))n+β̃
dη(x) . `(R)γ̃ `(Q)n. (3.11.13)

Thus ∑
Q∈NB′(R)

ˆ
(hQ + eQ) dη ≥ c(δ)µ(R)− C(δ) `(R)γ̃

∑
Q∈NB′(R)

µ(Q)

≥
(
c(δ)− C ′(δ) `(R)γ̃

)
µ(R).

(3.11.14)

To estimate the last integral on the right hand side of (3.11.12) we take into
account that, if x ∈ supp η, then x∗ ∈ Rn+1

− , and thus

hQ(x∗) = 0 for all Q ∈ NB′(R),

since supphQ ⊂ 3BQ ⊂ Rn+1
+ because, recalling (3.4.1) and choosing ∆ as in Section

3.8, `(Q)� ∆ `(R).
Therefore, for x ∈ supp η, using again Lemma 3.10.2 (iv),

∣∣T̂H,∗(ΨLn+1)(x∗)
∣∣ =

∣∣∣∣∣ ∑
Q∈NB′(R)

eQ(x∗)

∣∣∣∣∣
≤ C(δ)

∑
Q∈NB′(R)

`(R)γ̃ `(Q)n+β̃

(|x∗ − xQ|+ `(Q))n+β̃

≤ C(δ)
∑

Q∈NB′(R)

`(R)γ̃ `(Q)n+β̃

(|x− xQ|+ `(Q))n+β̃
.

Hence, from (3.11.13) we derive∣∣∣∣ˆ T̂H,∗(ΨLn+1)(x∗) dη(x)

∣∣∣∣ ≤ C(δ) `(R)γ̃
∑

Q∈NB′(R)

`(Q)n ≤ C(δ) `(R)γ̃µ(R).

Plugging this estimate and (3.11.14) into (3.11.12), we obtain

ˆ
SH,∗(ΨLn+1) dη ≥

(
c(δ)− C ′′(δ) `(R)γ̃

)
µ(R).

Then, by (3.11.11),

ˆ
|SHη|2 |Ψ| dLn+1 ≥

(
c(δ)− C ′′(δ) `(R)γ̃

)2
µ(R).
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Together with (3.11.10), this implies that(
c(δ)− C ′′(δ) `(R)γ̃

)2
µ(R) ≤ C(δ)

(
λ1/2 + `(R)α/2

)
µ(R).

So we get a contradiction if `(R) and λ are small enough, depending on δ. This
concludes the proof of Lemma 3.11.1, and thus of Theorem 3.1.

3.12 Proof of Theorem 3.4

The arguments are very similar to the ones in [Azz+16c] and thus we only sketch
them.

To simplify notation, we will write ωp instead of ωpLA . Recall that the Green

function for the operator LAu = −divA(·)∇u satis�es, for every ϕ ∈ C∞c (Rn+1),

ˆ
∂Ω
ϕdωx − ϕ(x) = −

ˆ
Ω
AT (y)∇yG(x, y) · ∇ϕ(y) dy, for a.e. x ∈ Ω.

See (2.6) in [Azz+16a], for example. From this equation it easily follows that

G(p, x) = E(p, x)−
ˆ
E(z, x) dωp(z) for all p, x ∈ Ω. (3.12.1)

We assume that G(p, x) = 0 if x 6∈ Ω, so that the preceding identity also holds in this
case. The identity (3.12.1) provides the key connection between the gradient of the
single layer potential and elliptic measure. Indeed, di�erentiating with respect to x,
we derive

∇2G(p, x) = ∇2E(p, x)−
ˆ
∇2E(z, x) dωp(z).

Then, by Lemma 4.2.2, it follows that

|Tωp(x)| ≤
∣∣∣∣ˆ ∇2E(z, x) dωp(z)

∣∣∣∣+

∣∣∣∣ˆ ∇1E(x, z) dωp(z)−
ˆ
∇2E(z, x) dωp(z)

∣∣∣∣
≤ |∇2G(p, x)|+ C

|x− p|n +

ˆ
C

|x− z|n−α dω
p(z)

≤ |∇2G(p, x)|+ C

|x− p|n + CMnω
p(x),

(3.12.2)

where Mn is the maximal radial operator de�ned in (3.10.9).
By almost the same arguments as in [Azz+16c, Lemma 3.3] one can prove the

following:

Lemma 3.12.1. Let n ≥ 2 and Ω ⊂ Rn+1 be a bounded open connected Wiener
regular set. Let B = B̄(x0, r) be a closed ball with x0 ∈ ∂Ω and 0 < r < diam(∂Ω).
Then, for all a > 0,

ωx(aB) & inf
z∈2B∩Ω

ωz(aB) rn−1G(x, y) for all x ∈ Ω \ 2B and y ∈ B ∩ Ω,

with the implicit constant independent of a.

Analogously, as in [Azz+16c, Lemma 3.4], we have:

Lemma 3.12.2. There is δ0 > 0 depending only on n ≥ 1 so that the following holds
for δ ∈ (0, δ0). Let Ω ( Rn+1 be a bounded Wiener regular domain, n−1 < s ≤ n+1,
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ξ ∈ ∂Ω, r > 0, and B = B(ξ, r). Then

ωx(B) &n,s
Hs∞(∂Ω ∩ δB)

(δr)s
for all x ∈ δB ∩ Ω.

In the statement above, Hs∞ stands for the s-dimensional Hausdor� content.
The following can be proved as in [Azz+16c, Lemma 3.1]:

Lemma 3.12.3. Let Ω be as above and let p ∈ Ω. For Ln+1-almost all x ∈ Ωc we
have

E(p, x)−
ˆ
∂Ω
E(z, x) dωp(z) = 0.

Then we get:

Lemma 3.12.4. Let LA, Ω and E be as in Theorem 3.4. Then we have

Mnω
p(x) + T∗ω

p(x) <∞ for ωp-a.e. x ∈ E.

Above, Mn is the maximal radial operator de�ned in (3.10.9).
This result can be deduced from the preceding lemmas arguing as in [Azz+16c].

For the convenience of the reader we show the detailed proof below. Remark that,
instead of the stopping time arguments from [Azz+16c], we use a simpler approach
relying on the Lebesgue di�erentiation theorem.

Proof. For ωp-a.e. x ∈ E, we write

lim sup
r→0

ωp(B(x, r))

rn
≤ lim sup

r→0

ωp(B(x, r))

Hn(B(x, r) ∩ E)
lim sup
r→0

Hn(B(x, r) ∩ E)

rn
.

The �rst lim sup on the right hand side is �nite ωp-a.e. in E because of the absolute
continuity of ωp with respect to Hn in E, while the last one is also �nite by the
classical density bounds for Hausdor� measure. Hence the left hand side is also �nite
ωp-a.e. in E, or equivalently,

Mnω
p(x) <∞ for ωp-a.e. x ∈ E.

It remains to show that T∗ω
p(x) <∞ for ωp-a.e. x ∈ E. To this end, for k ≥ 1 we

de�ne
Ek = {x ∈ E : Mnω

p(x) ≤ k},
so that E =

⋃
k≥1Ek, up to a set of ωp-measure zero. For a �xed k ≥ 1, let x ∈ Ek

be a density point of Ek, and let r0 be small enough so that

ωp(B(x, r) ∩ Ek)
ωp(B(x, r))

≥ 1

2
for 0 < r ≤ r0.

Observe that, since ωp(B(z, ρ)∩Ek) ≤ kρn for all z ∈ Ek and all ρ > 0, by Frostman's
Lemma we have

Hn∞(B(x, r)∩ ∂Ω) ≥ Hn∞(B(x, r)∩Ek) ≥ C(k)ωp(B(x, r)∩Ek) ≥
C(k)

2
ωp(B(x, r)),

(3.12.3)
for 0 < r ≤ r0.

Next we consider a radial C∞ function ϕ : Rn+1 → [0, 1] which vanishes in B(0, 1)
and equals 1 on Rn+1 \B(0, 2), and for r > 0 and z ∈ Rn+1 we denote ϕr(z) = ϕ

(
z
r

)
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and ψr = 1− ϕr. We set

T̃rω
p(z) =

ˆ
∇2E(y, z)ϕr(z − y) dωp(y).

Note that, by Lemma 4.2.2,

|Trωp(x)| ≤
∣∣∣∣ˆ ϕ(x− y)∇2E(y, x) dωp(y)

∣∣∣∣
+

ˆ ∣∣χ|x−y|>r − ϕ(x− y)
∣∣ ∣∣∇2E(y, x)

∣∣ dωp(y)

+

ˆ
|x−y|>r

∣∣∇1E(x, y)−∇2E(y, x)
∣∣ dωp(y)

≤ T̃rωp(x) + CMnω
p(x) +

ˆ
C

|x− y|n−α dω
p(y)

≤ T̃rωp(x) + CMnω
p(x).

(3.12.4)

To estimate T̃rω
p(x), �rst we assume that

ωp(B(x, 2δ−1
0 r)) ≤ 2δ

−(n+1)
0 ωp(B(x, 2r)), (3.12.5)

with δ0 as in Lemma 3.12.2. For a �xed x ∈ Ek and z ∈ Rn+1 \
[
supp(ϕr(x− ·)ωp)∪

{p}
]
, consider the function

ur(z) = E(p, z)−
ˆ
E(y, z)ϕr(x− y) dωp(y), (3.12.6)

so that, by (3.12.1) and Lemma 3.12.3,

G(p, z) = ur(z)−
ˆ
E(y, z)ψr(x− y) dωp(y) for Ln+1-a.e. z ∈ Rn+1. (3.12.7)

Di�erentiating (3.12.6) with respect to z, we obtain

∇ur(z) = ∇2E(p, z)−
ˆ
∇2E(y, z)ϕr(x− y) dωp(y).

In the particular case z = x we get (using also the Hölder continuity of ur)

∇ur(x) = ∇2E(p, x)− T̃rωp(x),

and thus ∣∣T̃rωp(x)
∣∣ . 1

dist(p, ∂Ω)n
+ |∇ur(x)|. (3.12.8)

Since ur is LAT -harmonic in Rn+1 \
[
supp(ϕr(x− ·)ωp)∪ {p}

]
(and so in B(x, r))

and A is Hölder continuous, using Moser's Harnack inequality, we have

|∇ur(x)| . 1

r

(
−
ˆ
B(x,r/2)

|ur(z)|2 dz
)1/2

.
1

r
−
ˆ
B(x,r)

|ur(z)| dz. (3.12.9)
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From the identity (3.12.7) we deduce that

|∇ur(x)| . 1

r
−
ˆ
B(x,r)

G(p, z) dz +
1

r
−
ˆ
B(x,r)

ˆ
E(y, z)ψr(x− y) dωp(y) dz

=: I + II.

To estimate the term II we use Fubini and the fact that suppψr ⊂ B(x, 2r):

II .
1

rn+2

ˆ
y∈B(x,2r)

ˆ
z∈B(x,r)

1

|z − y|n−1
dz dωp(y) (3.12.10)

.
ωp(B(x, 2r))

rn
.Mnω

p(x). (3.12.11)

We want to show now that I .k 1. Clearly it is enough to show that

1

r
|G(p, y)| .k 1 for all y ∈ B(x, r) ∩ Ω (3.12.12)

(still under the assumptions x ∈ Ek, 0 < r ≤ r0/2, and (3.12.5)). To prove this,
observe that by Lemma 3.12.1 (with B = B(x, r), a = 2δ−1

0 ), for all y ∈ B(x, r) ∩ Ω,
we have

ωp(B(x, 2δ−1
0 r)) & inf

z∈B(x,2r)∩Ω
ωz(B(x, 2δ−1

0 r)) rn−1 |G(p, y)|.

On the other hand, by Lemma 3.12.2 and (3.12.3), for any z ∈ B(x, 2r) ∩ Ω and
0 < r ≤ r0/2,

ωz(B(x, 2δ−1
0 r)) &

Hn∞(B(x, 2r) ∩ ∂Ω)

rn
& C(k)

ωp(B(x, 2r))

rn
.

Therefore we have

ωp(B(x, 2δ−1
0 r)) & C(k)

ωp(B(x, 2r))

rn
rn−1 |G(p, y)|,

and thus, by (3.12.5),

1

r
|G(p, y)| .k

ωp(B(x, 2δ−1
0 r))

ωp(B(x, 2r))
.k 1,

which proves (3.12.12). So we deduce that

|T̃rωp(x)| .k
1

dist(p, ∂Ω)n
+ 1 (3.12.13)

for x ∈ Ek and 0 < r ≤ r0/2 satisfying (3.12.5).
In the case where (3.12.5) does not hold, we consider the largest s > 0 of the form

s = 2δj0r, j > 0, such that (3.12.5) holds with s replacing r. By standard methods
from non-doubling Calderón-Zygmund theory, it follows that such s exists for ωp-a.e.
x ∈ Ek and moreover

|T̃rωp(x)| ≤ |T̃sωp(x)|+ CMnω
p(x).
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See, for example, Lemmas 2.8 and 2.20 from [Tol14]. Then, applying (3.12.13) with
r = s, we infer that

|T̃rωp(x)| .k
1

dist(p, ∂Ω)n
+ 1 +Mnω

p(x) .k
1

dist(p, ∂Ω)n
+ 1.

So in any case we deduce that |T̃rωp(x)| is bounded uniformly for ωp-a.e. x ∈ Ek and r
small enough. By (3.12.4), this implies that the same holds for |Trωp(x)|, and thus it
follows that T∗ω

p(x) <∞ for ωp-a.e. x ∈ Ek, and so for ωp-a.e. x ∈ E, as wished.

From this lemma and (3.2.5) we deduce that the antisymmetric operator T (a)

satis�es
T

(a)
∗ ωp(x) ≤Mnω

p(x) + T∗ω
p(x) <∞.

Next we apply the following Tb type theorem due to Nazarov, Treil and Volberg
[NTV02], [Vol03] in combination with the methods in [Tol00]. For the detailed proof
in the case of the Cauchy transform, see [Tol14, Theorem 8.13]. The same arguments
with very minor modi�cations work for antisymmetric operators.

Theorem 3.5. Let σ be a Radon measure with compact support on Rn+1 and consider
a σ-measurable set G with σ(G) > 0 such that

G ⊂ {x ∈ Rn+1 : Mnσ(x) <∞ and T
(a)
∗ σ(x) <∞}.

Then there exists a Borel subset G0 ⊂ G with σ(G0) > 0 such that supx∈G0
Mnσ|G0(x) <

∞ and T (a)
σ|G0

is bounded in L2(σ|G0).

Applying this theorem to the measure σ = ωp and the set G = E, we infer that

there exists a subsetG0 ⊂ E with ωp(E) > 0 such that T
(a)
ωp|G0

is bounded in L2(ωp|G0).

Then, by Lemma 3.2.5 it turns out that Tωp|G0
is also bounded in L2(ωp|G0). Since

ωp is absolutely continuous with respect to Hn on G0, by applying Theorem 3.3 we
deduce that G0 is n-recti�able. Now, by a standard exhausting argument we deduce
that ωp is concentrated in an n-recti�able set and thus ωp is n-recti�able.
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Chapter 4

Gradient of the single layer

potential and quantitative

recti�ability for general Radon

measures

4.1 Introduction

In the work [PPT18] reported in the previous chapter, Laura Prat, Xavier Tolsa and
the author dealt with the connection between recti�ability and the boundedness of the
gradient of the single layer potential. This operator plays a central role in the study
of partial di�erential equations. Our goal is to investigate the nature of the gradient
of the single layer potential for certain elliptic operators and apply the results to the
study of elliptic measure.

An elliptic equivalent of the so-called David-Semmes problem in codimension 1 was
considered in [PPT18], under the assumption of Hölder continuity of the coe�cients
of the matrix de�ning a di�erential operator in divergence form. The case of the
codimension 1 Riesz transform was studied in the deep works of Mattila, Melnikov
and Verdera in the plane and by Nazarov, Tolsa and Volberg for higher dimensions
(see [MMV96] and [NTV14a]). We remark that the David-Semmes problem for higher
codimensions is still unsolved.

In the same spirit of [PPT18], the aim of the present article is to establish an elliptic
equivalent of a quantitative recti�ability theorem that Girela-Sarrión and Tolsa proved
for the Riesz transfom in [GT18].

Let µ be a Radon measure on Rn+1. Its associated n-dimensional Riesz transform
is

Rnµf(x) =

ˆ
x− y

|x− y|n+1
f(y) dµ(y), f ∈ L1

loc(µ),

whenever the integral makes sense. Given x ∈ Rn+1 and r > 0, we denote by B(x, r)
the open ball of center x and radius r. A Radon measure µ has growth of degree n if
there exists a constant C > 0 such that

µ
(
B(x, r)

)
≤ Crn for all x ∈ Rn+1, r > 0.

We call µ n-Ahlfors-David regular (also abbreviated by n-AD-regular or just AD-
regular) if there exists some constant C > 0, also referred to as an AD-regularity
constant, such that

C−1rn ≤ µ
(
B(x, r)

)
≤ Crn for all x ∈ suppµ, 0 < r < diam(suppµ).
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A set E ⊂ Rn+1 is said n-AD-regular if Hn|E is a n-AD-regular measure, Hn denoting
the n-dimensional Hausdor� measure in Rn+1. Note that the support of an n-AD-
regular measure is n-AD-regular.

A set E ⊂ Rn+1 is called n-recti�able if there exists a countable family of Lipschitz
functions fj : Rn → Rn+1 such that

Hn
(
E \

⋃
j

fj(Rn)
)

= 0.

A measure µ is recti�able if it vanishes outside a recti�able set E and, moreover, it is
absolutely continuous with respect to Hn|E .

David and Semmes introduced the quantitative version of the notion of recti�a-
bility, which is important because of its relations with singular integrals. A set E is
called n-uniformly recti�able (or just uniformly recti�able) if it is n-AD regular and
there exist θ,M > 0 such that for all x ∈ E and all r > 0 there is a Lipschitz mapping
g from the ball Bn(0, r) ⊂ Rn to Rn+1 with Lip(g) ≤M such that

Hn
(
E ∩B(x, r) ∩ g(Bn(0, r))

)
≥ θrn.

We say that a measure µ is n-uniformly recti�able if it is n-AD-regular and it vanishes
out of a n-uniformly recti�able set.

Many characterizations of uniformly recti�able measures are present in the litera-
ture. In particular, if the measure is n-AD-regular, then it is n-uniformly recti�able if
and only if its associated n-Riesz transform is bounded on L2 (see [DS91], [MMV96]
and [NTV14a]).

This fact plays a crucial role in the study of the geometric properties of harmonic
measure. In particular, it was used in [Azz+16b] to prove that the mutual absolute
continuity of the the harmonic measure for an open set Ω ⊂ Rn+1 with respect to
surface measure Hn in a subset of ∂Ω implies the n-recti�ability of that subset. This
answered a problem raised by Bishop (see [Bis92]).

The analogous result for elliptic measure has been proved in [PPT18], following the
ideas of [Azz+16b], as an application of the characterization of uniform recti�ability
via the boundedness of the gradient of single layer potential.

Another question proposed by Bishop asks whether, given two disjoint domains
Ω1,Ω2 ⊂ Rn+1, mutual absolute continuity of their respective harmonic measures
implies absolute continuity with respect to surface measure in ∂Ω1 ∩ ∂Ω2 and recti�-
ability.

This is a so-called two phase problem for harmonic measure and was eventually
solved in its full generality in [Azz+16d]. This work relies on three main tools: a blow-
up argument for harmonic measure (see also [KPT09] and [TV18b]), a monotonicity
formula ([ACF84]) and a quantitative recti�ability criterion (see [GT18]).

In particular, we point out that the theorem by Girela-Sarrión and Tolsa served to
overcome some intrinsic technical issue in the formulation of the problem and it can
be interpreted as an adapted version of previous results by David and Léger, which
were formulated in terms of the so-called Menger curvature of a measure (see [Dav98]
and [Lég99]). Their theorem is of fundamental importance also in other two-phase
problems examined in [AMT17a] and the very recent work [PT19]. The goal of the
present chapter is to encounter an analogue criterion in the context of elliptic PDE's
in divergence form with Hölder coe�cients.
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Let A = (aij)1≤i,j≤n+1 be an (n+1)× (n+1) matrix whose entries aij : Rn+1 → R
are measurable functions in L∞(Rn+1). Assume also that there exists Λ > 0 such that

Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉, for all ξ ∈ Rn+1 and a.e. x ∈ Rn+1, (4.1.1)

〈A(x)ξ, η〉 ≤ Λ|ξ||η|, for all ξ, η ∈ Rn+1 and a.e. x ∈ Rn+1. (4.1.2)

We consider the elliptic equation

LAu(x) := −div (A(·)∇u(·)) (x) = 0, (4.1.3)

which should be understood in the distributional sense. We say that a function u ∈
W 1,2

loc (Ω) is a solution of (4.1.3), or LA-harmonic, in an open set Ω ⊂ Rn+1 if

ˆ
A∇u · ∇ϕ = 0, for all ϕ ∈ C∞c (Ω).

We denote by EA(x, y), or just by E(x, y) when the matrix A is clear from the
context, the fundamental solution for LA in Rn+1, so that LxEA(x, y) = δy in the dis-
tributional sense, where δy is the Dirac mass at the point y ∈ Rn+1. For a construction
of the fundamental solution under the assumptions (4.1.1) and (4.1.2) on the matrix
A we refer to [HK07]. Given a measure µ, the function f(x) =

´
EA(x, y) dµ(y) is

usually known as the single layer potential of µ. We de�ne

K(x, y) = ∇1EA(x, y), (4.1.4)

the subscript 1 indicating that we take the gradient with respect to the �rst variable,
and we consider (4.1.4) as the kernel of the singular integral operator

Tµ(x) =

ˆ
K(x, y) dµ(y),

for x away from supp(µ). Observe that Tµ is the gradient of the single layer potential
of µ.

Given a function f ∈ L1
loc(µ), we set also

Tµf(x) = T (f µ)(x) =

ˆ
K(x, y)f(y) dµ(y),

and, for ε > 0, we consider the ε-truncated version

Tεµ(x) =

ˆ
|x−y|>ε

K(x, y) dµ(y).

We also write Tµ,εf(x) = Tε(fµ)(x). We say that the operator Tµ is bounded on
L2(µ) if the operators Tµ,ε are bounded on L2(µ) uniformly on ε > 0.

In the speci�c case when A is the identity matrix, −LA = ∆ and T is the n-
dimensional Riesz transform up to a dimensional constant factor. We say that the
matrix A is Hölder continuous with exponent α ∈ (0, 1) (or brie�y Cα continuous), if
there exists Ch > 0 such that

|aij(x)− aij(y)| ≤ Ch|x− y|α for all x, y ∈ Rn+1 and 1 ≤ i, j ≤ n+ 1. (4.1.5)

Under this assumption on the coe�cients, the kernel K(·, ·) turns out to be locally
of Calderón-Zygmund type (see Lemma 4.2.1 for more details). However we remark
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that, contrarily to what happens in the case of the kernel of the Riesz transform, in
general K(·, ·) is neither homogeneous nor antisymmetric (not even locally).

For our applications, it is useful to determine whether Tµ,εf converges pointwise
µ-almost everywhere for ε→ 0. In case it does, we denote the limit as

p. v Tµf(x) = lim
ε→0

Tµ,εf(x)

and we call it the principal value of the integral Tµf(x). One can prove the existence
of the principal values for general Radon measures with compact support under the
additional assumption of L2(µ)-boundedness of Tµ. In particular, our �rst result is
the following.

Theorem 4.1. Let µ be a Radon measure on Rn+1 with compact support and with
growth of degree n, i.e. suppose that there is C > 0 such that

µ(B(x, r)) ≤ Crn for all x ∈ Rn+1.

Let A be a matrix that satis�es (4.1.1), (4.1.2) and (4.1.5) and assume, moreover, that
the gradient of the single layer potential Tµ associated with LA is bounded on L2(µ).
Then:

1. for 1 ≤ p <∞ and all f ∈ Lp(µ), p. v Tµf(x) exists for µ-a.e. x ∈ Rn+1;
2. for all ν ∈M(Rn+1), p. v Tν(x) exists for µ-a.e. x ∈ Rn+1.

If A ≡ Id, Theorem 4.1 reduces to its analogous for the Riesz transform (see for
example [Tol14, Chapter 8]). In light of this result, in the rest of the chapter we will
often denote the principal value operator simply as Tν with abuse of notation.

Given a ball B = B(x, r) ⊂ Rn+1, we denote by r(B) its radius and, for a > 0, by
aB its dilation B(x, ar). Multiple notions of density come into play in this chapter.
For a ball B, we denote

Θµ(B) =
µ(B)

r(B)n

and, for γ > 0, its smoothened version

Pµ,γ(B) :=
∑
j≥0

2−jγΘµ(2jB). (4.1.6)

We remark that if γ1 ≤ γ2, then

Pµ,γ2(B) =
∑
j≥0

2−jγ2Θµ(2jB) ≤
∑
j≥0

2−jγ1Θµ(2jB) = Pµ,γ1(B).

Another notion of density that we need is the pointwise one. In particular, we denote
the upper and lower n-densities of µ at x respectively as

Θ∗µ(x) := lim sup
r→0

µ
(
B(x, r)

)
(2r)n

and Θ∗,µ(x) := lim inf
r→0

µ
(
B(x, r)

)
(2r)n

.

A way to quantify the �atness of a measure at the level of a ball B is in terms of the
β-coe�cients. For an n-plane L we denote

βLµ,1(B) =
1

r(B)n

ˆ
B

dist(x, L)

r(B)
dµ(x) and βµ,1(B) = inf

L
βLµ,1(B),
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the in�mum being taken over all hyperplanes in Rn+1. Using a standard notation,
given E ⊂ Rn+1 with µ(E) > 0 and f ∈ L1

loc(µ) we write

mµ,E(f) =
1

µ(E)

ˆ
E
fdµ

for the mean of f with respect to the measure µ on the set E. The main result of the
chapter is the following.

Theorem 4.2. Let n > 1, let µ be a Radon measure on Rn+1 with compact support
and consider an open ball B ⊂ Rn+1. Let C0, C1 > 0 and let A be a matrix satisfying
(4.1.1), (4.1.2) and (4.1.5). Denote by Tµ the gradient of the single layer potential
associated with LA and µ. Suppose that µ and B are such that, for some positive λ, δ
and ε and some α̃ ∈ (0, 1), the following properties hold

1. r(B) ≤ λ.
2. C−1

0 r(B)n ≤ µ(B) ≤ C0r(B)n.
3. Pµ,α̃(B) ≤ C0 and for all x ∈ B and 0 < r ≤ r(B) we have µ

(
B(x, r)

)
≤ C0r

n.
4. Tµ|B is bounded on L2

(
µ|B
)
with ‖Tµ|B‖L2(µ|B)→L2(µ|B) ≤ C1 and T

(
χ2Bµ

)
∈

L2
(
µ|B
)
.

5. βµ,1(B) ≤ δ.
6. We have ˆ

B

∣∣Tµ(x)−mµ,B(Tµ)
∣∣2dµ(x) ≤ εµ(B).

There exists a choice of λ, δ and ε small enough and a proper choice of α̃ = α̃(α, n),
all possibly depending on C0 and C1, such that if µ satis�es (1)− · · ·−(6), there exists
a n-uniformly recti�able set Γ that covers a big portion of the support of µ inside B.
That is to say, there exists τ > 0 such that

µ(B ∩ Γ) ≥ τµ(B).

Notice that Theorem 4.2 immediately implies that a big piece of µ|B is mutually
absolutely continuous with a big piece of Hn|Γ. This is a relevant feature in light of
possible applications, in particular to elliptic measure.

Our proof of the theorem shows that a good choice for α̃ is α̃ = α/2n+1. It is not
clear whether Theorem 4.2 holds with a condition on Pµ,α(B), that would be a more
natural homogeneity to assume. We remark that the integral in the left hand side of
the assumption (6) makes sense because of the existence of principal values ensured
by Theorem 4.1 and the hypothesis Pµ,α(B) < +∞. For a sketch of the argument we
refer to the end of Section 4.3.

The main conceptual di�erence with respect to the analogous theorem for the Riesz
transform in [GT18] is that we need to require the ball B to be small enough. The
locality of our result re�ects the non-scale invariant character of the Hölder regularity
assumption for the coe�cients of the matrix A. This issue is evident also in [PPT18]
and it is not clear how to overcome this di�culty without making further assumptions
on the matrix.

Another di�erence is that we could not formulate the theorem in terms of Pµ,1.
The proofs of the recti�ability results for the harmonic measure in [AMT17b] and
[Azz+16d] actually rely on the fact that the theorem of Girela-Sarrión and Tolsa
holds for α̃ = 1. However, a slight variation on their arguments allows to overcome
this technical obstacle. We close the introduction by presenting an application of
Theorem 4.2, which is, in fact, its main motivation.



128 Chapter 4. Single layer potentials and recti�ability for general measures

Before stating it, recall that if Ω is a Wiener regular set, the elliptic measure ωpLA
with pole at p associated with the elliptic operator LA is the probability measure
supported on ∂Ω such that, for f ∈ C0(∂Ω),

ˆ
fdωpLA = f̃(p),

where f̃ denotes the LA-harmonic extension of f . A large literature is available on the
subject. For example, we refer to [HKM06] and [Ken92] for its de�nition and basic
properties.

Theorem 4.3. Let n ≥ 2 and let A be an elliptic matrix satisfying (4.1.1), (4.1.2)
and (4.1.5). Let Ω1,Ω2 ⊂ Rn+1 be two Wiener-regular domains and, for pi ∈ Ωi,
i ∈ {1, 2}, let ωpiLA,i be the respective elliptic measures in Ωi associated with LA and
with pole pi. Suppose that E is a Borel set such that ωp1

LA,1
|E � ωp2

LA,2
|E � ωp1

LA,1
|E .

Then there exists an n-recti�able set F ⊂ E with ωp1

LA,1
(E \ F ) = 0 such that ωp1

LA,1
|F

and ωp2

LA,2
|F are mutually absolutely continuous with respect to Hn|F .

We remark that the generalization of the blow-up methods for the harmonic mea-
sure to our elliptic context is contained in the work [AM18]. Also, the proof of The-
orem 4.3 follows closely the path of the work [Azz+16d]. However, some variations
are needed so that we decided to sketch the proof at the end of the chapter, where we
also provide precise references for the reader's convenience.

We �nally remark that recently several studies have appeared concerning the con-
nection between the geometry of a domain and the properties of its associated elliptic
measure, among which we list [Akm+17], [Azz+16a], [Hof+15], [HMT10], [HMT] and
[Ken+16].

The structure of the chapter

Section 4.2 is devoted to settle our notation and to make an overview of the results
in PDE's relevant for our work. In particular, we need some estimate for the gradient
of the fundamental solution coming from homogenization theory.

In Section 4.3 we prove Theorem 4.1.
Section 4.4 contains the statement of the Main Lemma that we use to prove

Theorem 4.2. The biggest advantage of the formulation of this lemma with respect
to the one of the main theorem is that the �atness condition on the β1-number is
replaced by an hypothesis on the α-numbers. The latter are more powerful when
trying to transfer the �atness estimates to the integrals.

In Section 4.5 we discuss an equivalent formulation of the Main Lemma in terms
of an auxiliary elliptic operator which shares more symmetries than LA. This is a
novelty of the elliptic case, this issue not being present in the work of Girela-Sarrión
and Tolsa.

The Sections 4.6, 4.7, 4.8 and 4.9 follow the path of the original work for the Riesz
transform, with some minor variations. They are necessary for expository reasons;
indeed, they present the core of the contradiction argument for the proof of the Main
Lemma and the construction of a periodic auxiliary measure.

Section 4.10 consists of the proof of two crucial results: the existence of the
limit of proper smooth truncates of the potential of bounded periodic functions and
a localization estimate for the potential close to a cube. We emphasize that these
proofs rely on the periodicity of the modi�cation of the elliptic matrix.
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In Section 4.11 we complete the proof of the Main Lemma via a variational tech-
nique. We highlight that one of the most delicate point consists in �nding an appro-
priate variant of a maximum principle in an in�nite strip in our elliptic setting. Our
argument heavily exploits the additional symmetries provided by the modi�ed matrix.

In the �nal Section 4.12, we present the application of the main recti�ability
theorem to the study of elliptic measure, sketching the proof of Theorem 4.3.

4.2 Preliminaries and notation

It is useful to write a . b to denote that there is a constant C > 0 such that a ≤ Cb.
To make the dependence of the constant on a parameter t explicit, we will write a .t b.
Also, we say that b & a if a . b and a ≈ b if both a . b and b . a.

All the cubes, unless speci�ed, will be considered with their sides parallel to the
coordinate axes. Given a cube Q, we denote its side length as `(Q) and, for a > 0, we
understand aQ as the cube with side length a`(Q) and sharing the center with Q.

We say that a cube Q has t-thin boundary if

µ
{
x ∈ 2Q : dist(x, ∂Q) ≤ λ`(Q)

}
≤ tλµ(2Q)

for every λ > 0. Analogously to (4.1.6), we de�ne

Pµ,γ(Q) =
∑
j≥0

2−jγΘµ(2jQ) =
∑
j≥0

2−jγ
µ(2jQ)

`(2jQ)n
.

Given a measure µ and a measurable set E, we denote as µ|E the restriction of
µ to E and, for φ : Rn+1 → Rn+1, we use the notation φ]µ(E) := µ(φ−1(E)). An
important tool in the study of recti�abilty is the so-called α-number introduced by
Tolsa in [Tol09]. Let us �x a cube Q ⊂ Rn+1 and consider two Radon measures µ and
ν on Rn+1. A natural way to de�ne a distance between µ and ν is to consider the
supremum

dQ(µ, ν) := sup
f

ˆ
fd(µ− ν), (4.2.1)

where f ∈ Lip(Rn+1), ‖f‖Lip ≤ 1 and supp f ⊆ Q. The distance dQ o�ers a way
of quantifying the ��atness� of a measure alternative to that via β1-numbers. More
precisely, if we consider a n-plane L in Rn+1, we can de�ne

αLµ(Q) :=
1

`(Q)n+1
inf
c≥0

dQ(µ, cHn|L). (4.2.2)

Given a matrix A(·), possibly with variable coe�cients, we use the notation AT (·)
to indicate its transpose. Also, we write Ln+1 for the Lebesgue measure on Rn+1.

Partial Di�erential Equations. For any uniformly elliptic matrix A with Hölder
continuous coe�cients, one can show that K(x, y) = ∇1 E(x, y) is locally a Calderón-
Zygmund kernel.

Lemma 4.2.1. Let A be an elliptic matrix with Hölder continuous coe�cients sat-
isfying (4.1.1), (4.1.2) and (4.1.5). If K(·, ·) is given by (4.1.4), then it is locally a
Calderón-Zygmund kernel. That is, for any given R > 0,
(a) |K(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R.
(b) |K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)| . |y − y′|α|x− y|−n−α for all y, y′ ∈

B(x,R) with 2|y − y′| ≤ |x− y|.



130 Chapter 4. Single layer potentials and recti�ability for general measures

(c) |K(x, y)| . |x− y|(1−n)/2 for all x, y ∈ Rn+1 with |x− y| ≥ 1.
All the implicit constants in (a), (b) and (c) depend on Λ and ‖A‖α, while the ones
in (a) and (b) depend also on R.

The statements above are rather standard. For more details, see Lemma 2.1 from
[CMT19].

Let ωn denote the surface measure of the unit sphere of Rn+1. For any elliptic
matrix A0 with constant coe�cients, we have an explicit expression for the funda-
mental solution of LA0 , which we denote by Θ(x, y;A0). More precisely, Θ(x, y;A0) =
Θ(x− y;A0) with

Θ(z;A0) = Θ(z;A0,s) =



−1

(n− 1)ωn
√

detA0,s

1

(A−1
0,sz · z)(n−1)/2

for n ≥ 2,

1

4π
√

detA0,s

log
(
A−1

0,sz · z
)

for n = 1,

(4.2.3)
where A0,s is the symmetric part of A0, that is, A0,s = 1

2(A0 +AT0 ).
The reason why only the symmetric part ofA0 enters (4.2.3) it that, using Schwarz's

theorem to exchange the order of partial derivatives writing A0 = {aij}i,j , for every
appropriate function u we have

LA0u = −
∑
i,j

∂i(aij∂ju)

= −1

2

∑
i,j

aij∂i∂ju−
1

2

∑
i,j

aij∂j∂iu

= −
∑
i,j

aij + aji
2

∂i∂ju = LA0,su.

(4.2.4)

These formal considerations can be made rigorous by standard arguments.
Di�erentiating (4.2.3) we have

∇Θ(z;A0) =
1

ωn
√

detA0,s

A−1
0,sz

(A−1
0,sz · z)(n+1)/2

.

The next result is proven in [KS11, Lemma 2.2].

Lemma 4.2.2. Let A be an elliptic matrix with Hölder continuous coe�cients sat-
isfying (4.1.1), (4.1.2) and (4.1.5). Let also Θ(·, ·; ·) be given by (4.2.3). Then, for
x, y ∈ Rn+1, 0 < |x− y| ≤ R,

1. |EA(x, y)−Θ(x, y;A(x))| . |x− y|α−n+1,
2. |∇1EA(x, y)−∇1Θ(x, y;A(x))| . |x− y|α−n,
3. |∇1EA(x, y)−∇1Θ(x, y;A(y))| . |x− y|α−n.

Similar inequalities hold if we reverse the roles of x and y and we replace ∇1 by ∇2.
All the implicit constants depend on Λ, ‖A‖α, and R.

The gradient of the fundamental solution in the periodic case. We denote as
Λα the set of matrices such that (4.1.1), (4.1.2) hold and with α-Hölder coe�cients.
We say that the matrix A ∈ Λα is `-periodic, ` > 0, if

A(x+ `z) = A(x) for every z ∈ Zn+1.
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For periodic matrices the estimates in Lemma 4.2.1 turn out to be global.

Lemma 4.2.3 ([KS11]). Let A ∈ Λα be 1-periodic and let EA be the fundamental
solution of LA. Let K(·, ·) is given by (4.1.4). Then

1. |∇1 EA(x, y)| ≤ c1|x− y|−n for every x, y ∈ Rn+1 with x 6= y.
2. | ∇1 EA(x, y) − ∇1 EA(x′, y)| + | ∇1 EA(y, x) − ∇1 EA(y, x′)| ≤ c2|x − x′|α|x −

y|−(n+α) for every x, x′, y ∈ Rn+1 such that 2|x− x′| ≤ |x− y|.
The constants appearing in (1) and (2) are such that c1 ≈n,Λ c2 ≈n,Λ ‖A‖α.

The period of the matrix plays an important role in our construction, so it is
useful to rephrase the previous lemma for matrices with a period di�erent from 1. We
are interested in studying matrices with small period, so we only consider the case in
which it is strictly smaller than 1.

Lemma 4.2.4. Let 0 < ` < 1. Let A ∈ Λα be `-periodic and let EA be the fundamental
solution associated with LA. Then

1. |∇1 EA(x, y)| ≤ c′1|x− y|−n for every x, y ∈ Rn+1 with x 6= y.
2. | ∇1 EA(x, y) − ∇1 EA(x′, y)| + | ∇1 EA(y, x) − ∇1 EA(y, x′)| ≤ c′2|x − x′|α|x −

y|−n−α for every x, x′, y ∈ Rn+1 such that 2|x− x′| ≤ |x− y|.
The constants appearing in (1) and (2) are such that c′1 ≈n,Λ c′2 ≈n,Λ ‖A‖α.

Proof. For ` ∈ (0, 1) and all x ∈ Rn+1 we de�ne the rescaled matrix

Ã(x) := A(`x)

and we denote by Ẽ the fundamental solution of LÃ. By the de�nition of fundamental
solution, it is not di�cult to see that

∇1 Ẽ(x, y) = `n∇1 EA(`x, `y) for x, y ∈ Rn+1. (4.2.5)

Moreover,

|Ã(x)− Ã(y)| = |A(`x)−A(`y)| ≤ `α‖A‖α|x− y|α ≤ ‖A‖α|x− y|α,

so that ‖Ã‖α ≤ ‖A‖α. Applying Lemma 4.2.3 together with (4.2.5) we get

| ∇1 EA(x, y)| = `−n| ∇1 Ẽ(`−1x, `−1y)| . `−n|`−1x− `−1y|−n = |x− y|−n

for any x, y and

| ∇1 EA(x, y)−∇1 EA(x′, y)| = `−n| ∇1 Ẽ(`−1x, `−1y)−∇1 Ẽ(`−1x′, `−1y)|

. `−n
|`−1x− `−1x′|α
|`−1x− `−1y|n+α

=
|x− x′|α
|x− y|n+α.

for 2|x− x′| ≤ |x− y|. The same estimate holds for | ∇1 EA(y, x)−∇1 EA(y, x′)|.

The following is the (global) analogue of Lemma 4.2.2 in the 1-periodic setting.

Lemma 4.2.5. Let A ∈ Λα be 1-periodic. Then for every x, y ∈ Rn+1, x 6= y, we
have ∣∣ EA(x, y)−Θ(x, y;A(x))

∣∣ . |x− y|α−n+1∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))
∣∣ . |x− y|α−n∣∣∇1 EA(x, y)−∇1Θ(x, y;A(y))
∣∣ . |x− y|α−n,
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the implicit constants depending on ‖A‖α and Λ. Similar estimates hold if we replace
∇1 by ∇2.

Let us now recall some result from elliptic homogenization. For more details we
refer to the work by Avellaneda and Lin [AL91]. For this purpose, we need to recall
the de�nition of vector of correctors χ and homogenized matrix A0. Let ` > 0 and let
A ∈ Λα be a 1-periodic matrix. We will denote by χ(x) = (χi(x)), for i ∈ {1, . . . , n+1}
the vector of correctors, which is de�ned as the solution of the following cell problem

Lχ = divA,

χ is 1-periodic,´
[0,1]n+1 χ(x)dx = 0,

(4.2.6)

where the �rst condition in (4.2.6) has to be understood in coordinates as∑
i,j

∂xi
[
aij∂xjχ

h
]
(x) = −

∑
i

∂xiaih(x),

(aij)i,j being the coe�cients of the matrix A. An important fact is that that

‖∇χ‖∞ ≤ C,

the bound C depending only on n, α and ‖A‖Cα . We remark that ∇χ denotes the
matrix with variable coe�cients whose entries are ∂iχ

j for i, j = 1, . . . , n+ 1. Now, if
we consider the following family of elliptic operators

Lε := div
(
A(x/ε)∇ ·

)
depending on the parameter ε > 0, it can be proved that for any f ∈ L2(Rn+1), the
solutions uε ∈W 1,2(Rn+1) of

Lεuε = div f

converge weakly in W 1,2(Rn+1) to a function u0 as ε → 0. This function solves the
equation

L0u0 := div(A0∇u0) = div f,

where A0 is an elliptic matrix with constant coe�cients usually called homogenized
matrix (see, for example, [She18]).

Homogenization is a powerful tool to study the fundamental solution of an elliptic
equation in divergence form whose associated matrix is periodic and has Cα coe�-
cients. The main result that we will use is the following (see [AL91, Lemma 2] and
[KS11, Lemma 2.5]).

Lemma 4.2.6. Let A ∈ Λα. Let us assume that A is 1-periodic. Then there exists
γ ∈ (0, 1) depending on α, ‖A‖Cα and n such that∣∣ EA(x, y)− (Id+∇χ(x))Θ(x, y;A0)

∣∣ . c

|x− y|n+γ−1
(4.2.7)

and ∣∣∇1 EA(x, y)− (Id+∇χ(x))∇1Θ(x, y;A0)
∣∣ . c

|x− y|n+γ
, (4.2.8)

where Id denotes the identity matrix and the implicit constants in (4.2.7) and (4.2.8)
depend just on n, α and ‖A‖α.
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The period of the coe�cients of A plays a crucial role in these estimates. We
will be dealing with matrices with periodicity di�erent from 1, so we need a suitably
adapted version of the previous lemma. Let A ∈ Λα be a `-periodic matrix. Let us
de�ne the 1-periodic matrix

Ã(x) := A(`x)

for x ∈ Rn+1 and let c̃hi denote the vector of correctors associated with Ã de�ned
according to (4.2.6). For ` > 0 we de�ne

χ`(x) := ` χ̃
(x
`

)
.

Lemma 4.2.7. Let 0 < ` < 1. Let A ∈ Λα be an `-periodic matrix. Then there exists
γ ∈ (0, 1) and c > 0, both depending just on n, α and ‖A‖α such that∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))

∣∣ ≤ c`α|x− y|α−n, (4.2.9)∣∣∇2 EA(x, y)−∇2Θ(x, y;A(y))
∣∣ ≤ c`α|x− y|α−n. (4.2.10)∣∣∇1 EA(x, y)− (Id+∇χ`(x))∇1Θ(x, y;A0)
∣∣ ≤ c`γ |x− y|−n−γ . (4.2.11)

for every x 6= y.

Proof. Let Ẽ denote the fundamental solution of the operator LÃ. As in (4.2.5), we
have

∇1 EA(x, y) = `−n∇1Ẽ(x/`, y/`), (4.2.12)

so an application of Lemma 4.2.5 gives∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))
∣∣

= `−n|∇1 E Ã(`−1x, `−1y)−∇1Θ(x, y; Ã(`−1x))| ≤ c`α|x− y|α−n.

Using (4.2.8) and (4.2.12), we get

|∇1 EA(x, y)− (Id+∇χ`(x))∇1Θ(x, y;A0)|
= `−n|∇1Ẽ(x/`, y/`)− (Id+∇χ̃(x/`))∇1Θ(x/`, y/`;A0)|

.
c`n+γ

`n|x− y|n+γ
=

c`γ

|x− y|n+γ
,

where c depends on n, α and ‖Ã‖α, ‖Ã‖α ≤ ‖A‖α. Inequality (4.2.10) follows as
(4.2.9).

4.3 The existence of principal values

The purpose of the present section is to prove Theorem 4.1. The proof of the existence
of principal values can be divided into the study of two di�erent cases: the case in
which µ is a recti�able measure and the one in which µ has zero n-density, i.e.

lim
r→0

µ(B(x, r))

rn
= 0 for µ-a.e. x ∈ Rn+1. (4.3.1)

Indeed, without providing the detailed argument, we recall that by means of [PPT18,
Theorem 2] we can decompose a measure µ for which Tµ is bounded on L2(µ) into the
sum of a recti�able measure and a measure with zero n-density almost everywhere.
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4.3.1 Principal values for recti�able measures with compact support

This subsection follows the scheme of [CMT19, Section 2.2]. The proof of the existence
of principal values for Tµ if the measure µ is recti�able and has compact support relies
on the following result.

Theorem 4.4. Let µ be a recti�able measure. Let K ∈ C∞(Rn+1 \ {0}) be an odd
kernel and homogeneous of degree −n, i.e. K(x) = −K(−x) and K(λx) = λ−nK(x).
Assume, for some M = M(n), the further regularity condition

|∇jK(x)| .n C(j)|x|−n−j for all 0 ≤ j ≤M and x ∈ Rn+1 \ {0}. (4.3.2)

Then the operator TK,µ is bounded on L2(µ) with operator norm

‖TK,µ‖L2(µ)→L2(µ) .n ‖K|Sn‖CM (Rn+1). (4.3.3)

Moreover, the principal value

TK,µf(x) = lim
ε→0

ˆ
|x−y|≥ε

K(x− y)f(y)dµ(y)

exists µ-almost everywhere.

The proof of the boundedness of TK,µ is due to David and Semmes. The result on
principal values was �rst proved imposing an analogous condition for all j = 0, 1, 2, . . .
(for a more detailed exposition we refer, for example, to [Mat95, Chapter 20]). We
remark that it has been recently improved by Mas (see [Mas13, Corollary 1.6]).

The previous theorem together with a spherical harmonics expansion of the kernel
is the key tool to prove the following result.

Lemma 4.3.1. Let µ be an n-recti�able measure. There exists M = M(n) such
that the following holds. Let b(x, z) be odd in z and homogeneous of degree −n in z,
and assume Dα

z b(x, z) is continuous and bounded on Rn+1 × Sn, for any multi-index
|α| ≤M . Then for every f ∈ L2(µ), the limit

Bf(x) = lim
ε→ε

ˆ
|x−y|>0

b(x, x− y)f(y)dµ(y)

exists for µ-almost every x.

Proof. Let {ϕj,l}j≥1,1≤l≤Nj be an orthonormal basis of L2(Sn) consisting of surface
spherical harmonics of degree j. Recall that (see [AH12, (2.12)])

Nj = O(jn−1), for j � 1. (4.3.4)

Using the homogeneity assumption for b(x, ·) and the orthonormal expansion, we write

b(x, z) = b
(
x,

z

|z|
)
|z|−n =

∑
j≥1

Nj∑
l=1

〈b(x, ·), ϕj,l〉L2(Sn)ϕj,l

( z
|z|
)
|z|−n

=
∑
j,l

bj,l(x)ϕj,l

( z
|z|
)
|z|−n,

(4.3.5)

where bj,l(x) := 〈b(x, ·), ϕj,l〉L2(Sn). Since b(x, ·) is an odd function and ϕ2j,l is even for
every j, bj,l(x) ≡ 0 for j even. Being b in L∞(Rn+1 × Sn) by hypothesis and Hölder's
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inequality, we have

|bj,l(x)| ≤ C(n)‖b(x, ·)‖L∞(Sn)‖ϕj,l‖L2(Sn) ≤ C(n)‖b‖L∞(Rn+1×Sn) ≤ C(n). (4.3.6)

Moreover, recalling that we can suppose j odd, the function K̃j,l(z) := ϕj,l
(
z/|z|

)
|z|−n

satis�es the hypothesis in Theorem 4.4: there exists an harmonic polynomial Pj,l of
odd degree j such that ϕj,l(z/|z|) = Pj,l(z)/|z|j , so∣∣∣∇ϕj,l( z|z|)∣∣∣ . 1

|z|

and ∣∣∇K̃j,l(z)
∣∣ . ∣∣∣∇ϕj,l( z|z|)∣∣∣ 1

|z|n +
∣∣∣ϕj,l( z|z|)∣∣∣ 1

|z|n+1
.

1

|z|n+1
.

Analogous estimates hold for higher order derivatives. So, Theorem 4.4 ensures that

TK̃j,l,µf(x) = lim
ε→0

ˆ
|x−y|>ε

K̃j,l(x− y)f(y)dµ(y) ≡ lim
ε→0

TK̃j,l,µ,εf(x) (4.3.7)

exists for µ-a.e x. Recall also that by the Theorem 4.4 there exists M = M(n) such
that TK̃j,l,µ is bounded on L2(µ) with operator norm

‖TK̃j,l,µ‖L2(µ)→L2(µ) . ‖K̃j,l|Sn‖CM (Sn) = ‖ϕj,l‖CM (Sn). (4.3.8)

Gathering (4.3.5), (4.3.6) and (4.3.7), to prove the lemma it is enough to show that
the dominated convergence theorem applies and, in particular, that∑

j,l

∣∣bj(x)TK̃j,l,µ,εf(x)
∣∣ ≤ C(x) <∞, (4.3.9)

where C(x) does not depend on ε. By Lebesgue di�erentiation theorem, to prove
(4.3.9) it su�ces to show that for every ball B0 ⊂ Rn+1 we have∑

j,l

ˆ
B0

∣∣bj,l(x)TK̃j,l,µ,εf(x)
∣∣dµ(x) .B0,n

∑
j,l,m

‖bj,l‖∞‖ϕj,l‖Cm(Sn)‖f‖L2(µ)

≤ C‖f‖L2(µ)

for some C > 0, where the �rst inequality above uses the L2-boundedness (4.3.8).
The smoothness of b implies that (see [Ste70, p. 3.1.5])

‖bj,l‖∞ .
1

j
3
2
n+1+M

,

where the exponent on the right hand side is chosen accordingly to what we need
next. Now, recall that the Sobolev space Hs(Sn), s ∈ R can be de�ned via spherical
harmonics expansion. In particular, it is the completion of C∞(Sn) with respect to
the norm

‖v‖Hs(Sn) :=
(∑

j,l

(
j +

n− 1

2

)2s
|vj,l|2

)1/2
, (4.3.10)

where vj,l = 〈v, ϕj,l〉L2(Sn). For the de�nition and the properties of this space, we
refer for example to [AH12, Section 3.8] and to [AH12, Section 6.3] for the relation of
(4.3.10) with that via the restriction of the gradient to the unit sphere. By Sobolev
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embedding theorem, Hs(Sn) continuously embeds into C(Sn) for s > n/2. So, choos-
ing s = n/2 and using (4.3.10) can estimate

‖Dmϕj,l‖C(Sn) .n ‖ϕj,l‖Hs+m(Sn) =
(2j + n− 1

2

)n
2

+m
.

Hence, using (4.3.4)

∑
j,l

‖bj,l‖‖ϕj,l‖CM (Sn) .n

M∑
m=0

∑
j≥1

Njj
− 3

2
n−1−Mj

n
2

+m .
∑
j≥1

1

j2
<∞,

which concludes the proof.

Theorem 4.5. Let µ be an n-recti�able measure on Rn+1 with compact support. Let A
be a matrix having the properties (4.1.1), (4.1.2) and (4.1.5). Then for every f ∈ L2(µ)
the principal value

Tµf(x) = lim
ε→0

ˆ
|x−y|>ε

∇1 E(x, y)f(y)dµ(y)

exists for µ-almost every x.

Proof. Let ε > 0 and denote b(x, z) := ∇1 Θ(z, 0;A(x)). As a consequence of the
explicit formula (4.2.3), it is not di�cult to see that each component of b veri�es the
hypothesis of Lemma 4.3.1. So, split Tµ,ε as

Tµ,εf(x) =

ˆ
|x−y|>ε

b(x, x− y)f(y)dµ(y)

+

ˆ
|x−y|>ε

(
∇1 E(x, y)−∇1 Θ(x, y;A(x))

)
f(y)dµ(y).

(4.3.11)

The limit for ε→ 0 of the �rst integral in the right hand side of (4.3.11) exists µ-a.e.
because of Lemma 4.3.1. On the other hand, ∇1 E(x, y)−∇1 Θ(x, y;A(x)) de�nes an
operator which is compact on Lp(µ) because of Lemma 4.2.2, which guarantees that
the limit for ε→ 0 exists for µ-a.e. x and concludes the proof.

4.3.2 Principal values for measures with zero density

We argue as in [Tol14, Chapter 8], proving the existence of the principal values passing
through the existence of the weak limit and following the approach of Mattila and
Verdera [MV95]. Again, we suppose that µ has compact support.

A combination of the proof of [MV95, Theorem 1.4] (see also [Tol14, Theorem
8.10]) and Lemma 4.2.2 makes possible to prove that if µ is a Radon measure in Rn+1

with growth of degree n, then for every 1 < p <∞ and f ∈ Lp(µ), {Tµ,εf}ε admits a
weak limit Twµ f in Lp(µ) as ε→ 0. Moreover, the representation formula

Twµ f(x) = lim
r→0

 
B(x,r)

Tµ
(
fχB(x,r)c

)
(y)dµ(y) (4.3.12)

holds for µ-almost every x ∈ Rn+1, giving an explicit way of computing the weak
limit. We remark that, in general, we can only infer that formula (4.3.12) holds if Tµ
has an antisymmetric kernel.

Let us recall the following theorem by Mattila and Verdera (see [MV95]), here
reported in the formulation of [Tol14, Theorem 8.11].
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Theorem 4.6. Let µ be a Radon measure in Rd that has growth of degree n and zero
n-dimensional density µ-a.e. Let Tµ be an n-dimensional antisymmetric Calderón-
Zygmund operator. Then, for all 1 < p < ∞ and f ∈ Lp(µ), p. v Tµf(x) exists for
µ-a.e. x ∈ Rd and coincides with T wµ f(x). Also, for all ν ∈ M(C), p. v T ν(x) exists
for µ-a.e. x ∈ Rd.

This result can be transferred to the gradients of the single layer potential Tµ.

Theorem 4.7. Let µ be a Radon measure in Rn+1 that has growth of degree n, zero
n-dimensional density and compact support. Suppose that Tµ is a bounded operator
from L2(µ) to L2(µ). Then, for all 1 < p < ∞ and f ∈ Lp(µ), p. v Tµf(x) exists for
µ-a.e. x ∈ Rn+1 and coincides with Twµ f(x). Also, for all ν ∈M(C), p. v Tν(x) exists
for µ-a.e. x ∈ Rn+1.

Proof. Let 1 < p < ∞ and f ∈ Lp(µ). We decompose Tµf into its symmetric and
antisymmetric part. That is to say,

Tµf(x) = T (a)
µ f(x) + T (s)

µ f(x),

where T
(a)
µ is the integral operator with kernel (∇1 E(x, y) − ∇1 E(y, x))/2 and T

(s)
µ

whose kernel is (∇1 E(x, y) +∇1 E(y, x))/2. We can apply Theorem 4.6 to antisym-

metric part T
(a)
µ , obtaining that p. v T

(a)
µ f(x) exists for µ-a.e. x.

On the other hand, T
(s)
µ de�nes a compact operator on Lp(µ) since

ˆ
| ∇1 E(x, y) +∇1 E(y, x)|dµ(y) . diam(suppµ)α,

so that the principal values exist.
The fact that Twµ f coincides with p. v Tµf a.e. follows from the de�nition of weak

limit together with dominated convergence theorem:

ˆ
Twµ fg dµ = lim

ε→0

ˆ
Tµ,εfg dµ =

ˆ
p. v Tµfg dµ for all g ∈ Lp′(µ),

p′ being the Hölder conjugate exponent of p.

A remark on the well-posedness of the assumption (6) of Theorem 4.2. Let
T, µ and B be as in Theorem 4.2. Let x, y ∈ B and ε > 0 and write

Tεµ(x)− Tεµ(y) = Tµ,εχ2B(x)− Tµ,εχ2B(y) +
[
Tµ,εχRn+1\2B(x)− Tµ,εχRn+1\2B(y)

]
.

Now observe that, being the operator Tµ|B bounded on L2(µ|B), Theorem 4.1 (2)
applies with ν = χ2Bµ. So, the �rst two summands on the right hand side of (4.3.2)
admit a limit as ε → 0 for almost every x, y ∈ B. The limit for ε → 0 of the last
summand exists, too. Indeed, since x, y do not belong to Rn+1 \ 2B, for ε < r(B),

Tµ,εχRn+1\2B(x)− Tµ,εχRn+1\2B(y) =

ˆ
Rn+1\2B

(
∇1 E(x, z)−∇1 E(y, z)

)
dµ(y).

(4.3.13)
If we assume α̃ ≤ α in the statement of the main theorem, an application of the
Calderón-Zygmund property of the kernel combined with a dyadic decomposition of
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the domain of integration gives

∣∣∣ˆ
Rn+1\2B

(
∇1 E(x, z)−∇1 E(y, z)

)
dµ(z)

∣∣∣ . |x− y|α +∞∑
j=1

ˆ
2j+1B\2jB

1

|x− z|n+α
dµ(z)

≤ Pµ,α(B) ≤ Pµ,α̃(B) < +∞.
(4.3.14)

In particular, this tells that Tµ(x) − Tµ(y) exists in the principal value sense for
almost every x, y ∈ B.

We also want to point out that Tµ −mµ,B(Tµ) de�nes an L2(µ|B)-function. In-
deed, for x ∈ B and using (4.3.14),

|Tµ(x)−mµ,B(Tµ)| ≤ 1

µ(B)

ˆ
B
|Tµ(x)− Tµ(y)|dµ(y)

≤ |T (χ2Bµ)(x)|+
(
mµ,B|T (χ2Bµ)|2

)1/2
+ Pµ,α̃(B).

The right hand side of the previous majorization de�nes an L2(µ|B) function because
of the assumptions T (χ2Bµ) ∈ L2(µ|B) and Pµ,α̃(B) < +∞ in Theorem 4.2.

4.4 The Main Lemma

A careful read of [GT18] shows that the same arguments as the ones for the Riesz
transform give that, in order to prove Theorem 4.2, it su�ces to prove the following
result.

Lemma 4.4.1 (Main Lemma). Let n > 1 and let C0, C1 > 0 be some arbitrary
constants. There exist M = M(C0, C1, n) > 0 big enough, λ(C0, C1, n) > 0 and ε =
ε(C0, C1,M, n) > 0 small enough such that if δ = δ(M,C0, C1, n) > 0 is su�ciently
small, then the following holds. Let µ be a Radon measure in Rn+1 with compact
support and Q0 ⊂ Rn+1 a cube centered at the origin satisfying the properties:

1. `(MQ0) ≤ λ.
2. µ(Q0) = `(Q0)n.
3. Pµ,α̃(MQ0) ≤ C0.
4. For all x ∈ 2Q0 and 0 < r ≤ `(Q0), Θµ(B(x, r)) ≤ C0.
5. Q0 has C0-thin boundary.
6. αLµ(3MQ0) ≤ δ, for some hyperplane L through the origin.
7. Tµ|2Q0

is bounded on L2(µ|2Q0) with ‖Tµ|2Q0
‖L2(µ|2Q0

)→L2(µ|2Q0
) ≤ C1.

8. We have ˆ
Q0

|Tµ(x)−mµ,Q0(Tµ)|2dµ(x) ≤ εµ(Q0). (4.4.1)

Then there exists some constant τ > 0 and a uniformly n-recti�able set Γ ⊂ Rn+1

such that
µ(Q0 ∩ Γ) ≥ τµ(Q0),

where the constant τ and the uniform recti�ability constants of Γ depend on all the
constants above.

The matrix A may have a very general form. In particular, we need some addi-
tional argument to overcome the lack of �symmetries� of the matrix with respect to
re�ections and to periodization (the exact meaning of this sentence will be clear after
the reading of Section 4.5, where we recall how second order PDE's in divergence form
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are a�ected by a change of variable). Indeed, this is a crucial point for our proof to
work. A similar problem has been faced in [PPT18]. First, in order to be able to
argue via a change of variables, we have to show that we can assume the matrix A to
be symmetric.

We recall Schur's lemma for integral operators with a reproducing kernel. The
proof is a standard application of Cauchy-Schwarz's inequality.

Lemma 4.4.2. Let K : Rn+1 ×Rn+1 → Rn+1 be a function such that, for a constant
C > 0, we have ˆ

|K(x, y)|dµ(x) ≤ C (4.4.2)

and ˆ
|K(x, y)|dµ(y) ≤ C. (4.4.3)

Then the operator Tf = K ∗ f is a continuous operator from L2(µ) to L2(µ) and

‖T‖L2(µ)→L2(µ) ≤ C. (4.4.4)

Proof. Splitting |K(x, y)f(y)| = |K(x, y)|1/2
(
|K(x, y)|1/2|f(y)|

)
and applying Hölder's

inequality together with (4.4.3), we get∣∣∣ ˆ K(x, y)f(y)dµ(y)
∣∣∣2 ≤ (ˆ |K(x, y)|dµ(y)

)(ˆ
|K(x, y)||f(y)|2dµ(y)

)
≤ C

( ˆ
|K(x, y)||f(y)|2dµ(y)

)
.

(4.4.5)

So, applying (4.4.5), (4.4.2) and Fubini's theorem, we get

ˆ ∣∣∣ˆ K(x, y)dµ(y)
∣∣∣2dµ(x) ≤ C

¨
|K(x, y)||f(y)|2dµ(y)dµ(x)

≤ C2

ˆ
|f(y)|2dµ(y),

(4.4.6)

which gives (4.4.4).

Let A be a matrix as before. We denote by As = (A+ AT )/2 its symmetric part
and by TAsµ its correspondent gradient of the single layer potential.

Recalling that, for any matrix A0 with constant coe�cients we have Θ(·, ·;A0) =
Θ(·, ·;A0,s), we can formulate the following lemma.

Lemma 4.4.3. Let Q be a cube in Rn+1 such that, for M > 1, Pµ,α(MQ) ≤ C1. The

operator T (s)
µ|2Q is bounded on L2(µ|2Q) if and only if Tµ|2Q is bounded on L2(µ|2Q). In

particular∥∥Tµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q)
=
∥∥TAsµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q)

+O(`(Q)α). (4.4.7)

Moreoverˆ
Q

∣∣TAsµ(x)−mµ,Q(TAsµ)
∣∣2dµ(x)

.Λ,‖A‖α

ˆ
Q

∣∣Tµ(x)−mµ,Q(Tµ)
∣∣2dµ(x) +

(
Mα`(Q)α +M−α

)2
µ(Q).

(4.4.8)
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Proof. Let us �rst prove (4.4.7). The identity (4.2.4) for matrices with constant
coe�cients leads to

TAsµ|2Qf(x) =

ˆ
2Q
∇1 EAs(x, y)f(y)dµ(y)

=

ˆ
2Q

(
∇1 EAs(x, y)−∇1Θ(x, y;As(x))

)
f(y)dµ(y)

+

ˆ
2Q

(
∇1Θ(x, y;A(x))−∇1 E(x, y)

)
f(y)dµ(y) +

ˆ
2Q
∇1 E(x, y)f(y)dµ(y)

≡ I + II + Tµ|2Qf(x).

(4.4.9)

To estimate I and II in (4.4.9) it su�ces, then, to invoke Lemma 4.2.7 and Schur's
Lemma. This �nishes the proof of the �rst part of the lemma.

Let us now prove (4.4.8). We split

Tµ(x)−mµ,Q(Tµ)

=
(
T (χMQµ)(x)−mµ,Q

(
T (χMQµ)

))
+
(
T (χ(MQ)cµ)(x)−mµ,Q

(
T (χ(MQ)cµ)

))
.

(4.4.10)

Let us estimate the two terms in the right hand side separately. Again, as a conse-
quence of (4.4.9) and Lemma 4.2.2 we can write∣∣∣T (χMQµ)−mµ,Q(T (χMQµ))−

(
TAs(χMQµ) +mµ,Q

(
TAs(χMQµ)

))∣∣∣ .Mα`(Q)α.

(4.4.11)

To bound the second term in the right hand side of (4.4.10), notice that for x, y ∈ Q
standard estimates together with Lemma 4.2.7 give

∣∣Tµχ(MQ)c(x)− Tµχ(MQ)c(y)
∣∣ . ˆ

(MQ)c

|x− y|α
|x− z|n+α

dµ(z)

.
|x− y|α
`(MQ)α

Pµ,α(MQ) .
1

Mα
Pµ,α(MQ) .

1

Mα
,

so that, averaging over y in Q we have∣∣T (χ(MQ)cµ)(x)−mµ,Q

(
T (χ(MQ)cµ)

)∣∣ .M−α

The same calculations lead to∣∣∣TAs(χ(MQ)cµ)(x)−mµ,Q

(
TAs(χ(MQ)cµ)

)∣∣∣ .M−α,

so the inequality (4.4.8) in the statement of the lemma follows by gathering all the
previous considerations.

A gathering of Lemma 4.4.1 and Lemma 4.4.3 shows that it su�ces to prove
Theorem 4.2 under the additional assumption that the matrix A is symmetric. Indeed,
proving Lemma 4.4.1 with A = As gives it in the non-symmetric case with worse
assumptions on the parameters involved. We omit further details.
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Remark 8. Arguing as in Lemma 4.4.3, one could prove that∥∥Tµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q)
=
∥∥T aµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q)

+O(`(Q)α),

where T a is the operator corresponding to the antisymmetric part of the kernel K(·, ·),
that is to sayKa(x, y) = (K(x, y)−K(y, x))/2. However, as in [PPT18] and [CMT19],
we prefer not to make this reduction because it would create problems later on in the
proof. In particular, it would be an obstacle to the application of the maximum
principle, which is a crucial tool in Section 4.11.

4.5 The modi�cation of the matrix

4.5.1 The change of variable

The following lemma deals with how the fundamental solution and its gradient are
a�ected by a change of variable.

Lemma 4.5.1 (see [PPT18], Lemma 13). Let φ : Rn+1 → Rn+1 be a locally bilipschitz
map and let A ∈ Λα. Let EA be the fundamental solution of LA = −div(A∇·). Set
Aφ := |detφ|D(φ−1)(A ◦ φ)D(φ−1)T . Then

EAφ(x, y) = EA(φ(x), φ(y)) for x, y ∈ Rn+1,

and
∇1 EAφ(x, y) = D(φ)T (x)∇1 EA(φ(x), φ(y)) for x ∈ Rn+1.

Let us state a lemma concerning how the gradient of the fundamental solution
transforms under a change of variable φ as in Lemma 4.5.1. We use the notation

Tφµ(x) :=

ˆ
∇1 EAφ(x, y)dµ(y).

Lemma 4.5.2 (see [PPT18], Lemma 14). Let φ : Rn+1 → Rn+1 be a bilipschitz change
of variables. For every x ∈ Rn+1 we have

Tφµ(x) = D(φ)T (x)Tφ]µ(φ(x)).

A particularly useful change of variable is the one that turns the symmetric part
of the matrix at a given point into the identity. For the following statement we refer
to [Azz+16a].

Lemma 4.5.3. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly
elliptic matrix with real entries. Let As = (A+AT )/2 be the symmetric part of A and
for a �xed point y0 ∈ Ω de�ne S =

√
As(y0). If

Ã(·) = S−1(A ◦ S)(·)S−1,

then Ã is uniformly elliptic, Ãs(z0) = Id if z0 = S−1y0 and u is a weak solution of
LAu = 0 in Ω if and only if ũ = u ◦ S is a weak solution of LÃũ = 0 in S−1(Ω).

As a remark, we want to point out that the change of variables de�ned in Lemma
4.5.3 is a linear map and, in particular, a bilipschitz map of Rn+1 to itself. Its
bilipschitz constant depends on the ellipticity of the matrix A.

We need the notion of �atness for images of cubes via maps of the aforementioned
type. For a set E ⊂ Rn+1, we de�ne the α-number in an analogous ways as for cubes.
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In particular, for any hyperplane L and any measure ν, we denote

αLν (E) :=
1

diam(E)n+1
inf
c≥0

dE(ν, cHn |L).

This particular notation will be used only in this section.

Lemma 4.5.4. Let ϕ be an a�ne, bilipschitz change of variables of Rn+1. Let L be a
hyperplane in Rn+1. Let Jϕ > 0 be the Jacobian of ϕ. Then, for any Radon measure
ν, for any cube Q ⊂ Rn+1 and any constant c ≥ 0 we have that

dQ(ν, cHn |L) ≈n,C dϕ(Q)

(
ϕ]ν, cHn |ϕ(L)

)
. (4.5.1)

Hence,
αLν (Q) ≈n,C αϕ(L)

ϕ]ν
(ϕ(Q)

)
. (4.5.2)

Proof. Formula (4.5.2) is an immediate consequence of (4.5.1) and the fact that
`(Q) ≈C diam(ϕ(Q)).

Let us prove (4.5.1). For every c ≥ 0

ϕ]
(
cHn |L

)
= c(ϕ]Hn)|ϕ(L).

Indeed for any ϕ]Hn |L-measurable set E we have

ϕ](cHn |L)(E) = cHn
(
ϕ−1(E) ∩ L

)
= cHn

(
ϕ−1(E ∩ ϕ(L))

)
= c(ϕ]Hn)|ϕ(L)(E).

Moreover, as a consequence of the Radon-Nikodym di�erentiation theorem (see [EG92,
Lemma 1, p. 92]), we have

Hn
(
ϕ−1(E)

)
= JϕHn(E).

So,

dQ(ν, cHn |L) ≈C dϕ(Q)

(
ϕ]ν, ϕ]cHn |L

)
≈n,C dϕ(Q)

(
ϕ]ν, cHn |ϕ(L)

)
,

which proves the lemma.

4.5.2 Reduction of the Main Lemma to the case A(0) = Id

Recall that by Lemma 4.4.3 we can assume A to be a symmetric matrix.
Let us begin with a preliminary observation. Let Q0 ⊂ Rn+1 be a cube as in

the Main Lemma and let us denote S := As(zQ0)1/2, where zQ0 is the center of
Q0. We choose the map ϕ so that ϕ(x) = Sx. By Lemma 4.5.3 we have that
Aϕ(ϕ−1(zQ0)) = Id. Denoting ν = ϕ−1

]µ and arguing as in [PPT18, Section 6],
Lemma 4.5.2 gives

ˆ
Q0

∣∣Tµ(x)−mµ,Q0(Tµ)
∣∣2dµ(x) ≈

ˆ
ϕ−1(Q0)

∣∣Tϕν(x)−mν,ϕ−1(Q0)(Tϕν)
∣∣2dν(x)

and
‖Tϕν‖L2

(
ν|ϕ−1(2Q0)

) ≈ ‖Tµ‖
L2
(
µ|(2Q0)

),
the implicit constants in the formulas above depending only on ϕ and, hence, on the
ellipticity of the matrix A.
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Using these facts and Lemma 4.5.4, in order to prove Lemma 4.4.1 it su�ces to
study the variant stated below.

Lemma 4.5.5. Let n > 1 and let C0, C1 > 0 be some arbitrary constants. There
exists M = M(C0, C1, n) > 1 big enough, λ(C0, C1, n) > 0 small enough and ε̃ =
ε̃(C0, C1,M, n) > 0 small enough such that if δ = δ(M,C0, C1, n) > 0 is small enough,
then the following holds. Let µ be a Radon measure in Rn+1, Q0 ⊂ Rn+1 a cube
centered at the origin and ν := ϕ−1

]µ, ϕ being as in the comments preceding the
lemma, satisfying the following properties:

1. Aϕ
(
ϕ−1(0)

)
= Id.

2. `(MQ0) ≤ λ.
3. ν

(
ϕ−1(Q0)

)
= `(Q0)n.

4. Pν,α̃
(
ϕ−1(MQ0)

)
≤ C0.

5. For all x ∈ 2Q0 and 0 < r ≤ `(Q̃), Θµ(B(x, r)) ≤ C0.
6. Q0 has C0-thin boundary.

7. αϕ
−1(H)

ν

(
ϕ−1(3MQ0)

)
≤ δ, where H = {x ∈ Rn+1 : xn+1 = 0}.

8. Tϕ,ν|ϕ−1(2Q0)
is bounded on L2(ν|ϕ−1(2Q0)) with∥∥Tϕ,ν|ϕ−1(2Q0)

∥∥
L2(ν|ϕ−1(2Q0))→L2(ν|ϕ−1(2Q0))

≤ C1.

9. we have ˆ
ϕ−1(Q0)

∣∣Tϕν(x)−mν,ϕ−1(Q0)(Tϕν)
∣∣2dν(x) ≤ ε̃ν

(
ϕ−1(Q0)

)
.

Then there exists some constant τ > 0 and a uniformly n-recti�able set Γ ⊂ Rn+1

such that
µ(Q0 ∩ Γ) ≥ τµ(Q0),

where the constant τ and the UR constants of Γ depend on all the constants above.

The aim of most of the rest of the chapter is to provide the proof of this result.
In what follows, for the sake of simplicity of the notation, we will assume that

A(0) = A(zQ0) = Id, which in particular gives that ϕ = Id, µ = ν and Tϕ,µ = Tµ.
Indeed, if this is not the case, we should carry the following proofs for the image of
cubes via ϕ−1, periodize with respect to the image of a lattice of standard cubes and
work with Tϕ instead of T . This would be a merely notational complication that we
prefer to avoid to make the arguments more accessible.

Reduction to a periodic matrix. The forthcoming lemma shows, roughly speaking,
that the local structure of the matrix A close to Q0 is what matters to the purposes of
Lemma 4.4.1. An immediate consequence of this fact is that, without loss of generality,
we can replace A with a periodic matrix, provided that the new matrix coincides with
A in a suitable neighborhood of the cube Q0.

In what follows, we assume the matrix Ā to have Hölder continuous coe�cients of
exponent α/2 for technical reasons that will result clearer later on.

Lemma 4.5.6. Let Ā ∈ Λα/2 be such that Ā(x) = A(x) for every x ∈ 2Q0. Let T̄
denote the gradient of the single layer potential associated with Ā. The operator Tµ|2Q0

is bounded on L2(µ|2Q0) if and only if T̄µ|2Q0
is bounded on L2(µ|2Q0) and

‖Tµ|2Q0
‖L2(µ|2Q0

)→L2(µ|2Q0
) = ‖T̄µ|2Q0

‖L2(µ|2Q0
)→L2(µ|2Q0

) +O
(
`(Q0)α/2

)
.
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Moreover we haveˆ
Q0

|Tµ(x)−mµ,Q0(Tµ)|2dµ(x)

.
ˆ
Q0

|T̄ µ(x)−mµ,Q0(T̄ µ)|2dµ(x) +
(
`(MQ0)α +M−α/2

)2
µ(Q0),

(4.5.3)

where M is as in the statement of Lemma 4.4.1 and the implicit constant in (4.5.3)
depends on diam(suppµ).

The proof of Lemma 4.5.6 relies on the fact that Θ(·, ·;A(x)) = Θ(·, ·; Ā(x)) for
every x ∈ 2Q0 and it is very similar to the one of Lemma 4.4.3, so that we omit it.

In the rest of the chapter, without additional speci�cations, we will deal with a
matrix Ā periodic with period `, 2`(Q0) < ` . `(Q0).

The de�nition of the matrix Ā. The construction in the present subsection is
dictated by the necessity of having an auxiliary matrix which agrees with A on 2Q0

and has the further properties of being periodic (which is crucial to use the estimates of
the theory of homogenization) and of presenting `additional simmetries' with respect
to re�ections (see the forthcoming Lemma 4.5.8). For a scheme of this construction
we also refer to Figure 1.

Let ej denote the j-th element of the canonical basis of Rn+1. We denote by
ψj : Rn+1 → Rn+1 the map

ψj(x) := x+ (3`(Q0)− 2xj)ej , (4.5.4)

which corresponds to the re�ection across the hyperplane Pj orthogonal to ej and
which passes through the point 3

2`(Q0)ej . Let 0 < δ < 1/10. Given a matrix B(x)

Figure 4.1: A schematization of the construction of Ā at the level of

the periodic unit.

with variable coe�cients, we de�ne Bj as

Bj = Bψj = D(ψ−1
j )(B ◦ ψj)D(ψ−1

j )T . (4.5.5)
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Moreover, we de�ne the matrix B̃ as

B̃(x) =

{
B(x) for dist

(
x, ∂(3Q0)

)
≥ δ`(Q0),

dist(x,∂(3Q0))
δ`(Q0) B(x) +

(
1− dist(x,∂(3Q0))

δ`(Q0)

)
Id for dist

(
x, ∂(3Q0)

)
< δ`(Q0).

(4.5.6)
It is also useful to introduce the notation

B̂j(x) =

{
B(x) for xj ≤ 3

2`(Q0),

Bj(x) for xj >
3
2`(Q0).

(4.5.7)

Let us apply the previous constructions to the matrix A. First, observe that the matrix

Âj is not necessarily continuous. However, (̂Ã)j is continuous because Idj = Id

and Ã|∂(3Q0) ≡ Id. Our aim, now, is to de�ne the �nal auxiliary matrix Ā by an
iteration of the construction in (4.5.7) along every direction and which is followed by
a periodization. Before doing so, let us observe that for i, j ∈ {1, . . . , n+ 1},

(Ãi)j(x) = (Ãj)i(x), x ∈ Rn+1.

This follows directly from (4.5.5) using the facts that ψi
(
ψj(x)

)
= ψj

(
ψi(x)

)
and that

the matrices D(ψ−1
i ), D(ψ−1

j ) are diagonal. Thus by the linearity of the interpolation
in (4.5.6) we have that (̂

(̂Ã)i
)
j

=
(̂
(̂Ã)j

)
i

=: (̂Ã)i,j , (4.5.8)

so the order of the modi�cations is not relevant.
Let us now construct the matrix Ā in two steps:
• For x belonging to the cube of side length 6`(Q0) centered at the point with
coordinates 3

2`(Q0)(1, . . . , 1) we de�ne

Ā(x) := (̂Ã)1,...,n+1.

• By (4.5.6), the matrix Ā de�ned in the �rst step coincide with Id for x be-
longing to the boundary of the cube with side length 6`(Q0) and centered at
3
2`(Q0)(1, . . . , 1). Hence, Ā admits a continuous and 6`(Q0)-periodic extension
to Rn+1 so that

Ā(x) = Ā
(
x+ 6~k`(Q0)

)
for every ~k ∈ Zn+1.

The following holds.

Lemma 4.5.7. The matrix Ā is well-de�ned, Hölder continuous with exponent α/2n+1

and periodic with period 6`(Q0).

The well-de�nition of Ā follows from (4.5.8). The proof of the Hölder regularity
is a minor variation of that of [PPT18, Lemma 8.1], where a similar modi�cation
of the matrix was involved. In particular, the exponent α/2n+1 is given by the fact
that every re�ection of the matrix across a hyperplane halves the order of the Hölder
regularity. We also point out that, being Ā periodic, there is no need to introduce a
radial cut-o� for the matrix as in [PPT18].

For the rest of the paper we use the notation α̃ := α/2n+1.
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Properties of EĀ. As a consequence of the de�nition of Ā and, more speci�cally, of
its periodicity and the fact that by construction

Āj(x) = Ā(x)

for every x ∈ Rn+1 and j = 1, . . . , n+ 1, we have the following.

Lemma 4.5.8.

E Ā(x, y) = E Ā(ψj(x), ψj(y)) for j = 1, . . . , n+ 1 (4.5.9)

and

E Ā(x, y) = E Ā
(
x+ 6~k`(Q0), y + 6~k`(Q0)

)
for ~k ∈ Zn+1. (4.5.10)

By Lemma 4.2.3, the function K̄ = ∇1 E Ā(·, ·) is (globally) a Calderón-Zygmund
kernel. In particular
(a) |K̄(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y.
(b) |K̄(x, y)− K̄(x, y′)|+ |K̄(y, x)− K̄(y′, x)| . |y− y′|α̃|x− y|−n−α̃ for 2|y− y′| ≤
|x− y|.

Let T̄µ denote the singular integral operator associated with K̄,

T̄µf(x) =

ˆ
K̄(x, y)f(y)dµ(y).

Lemma 4.5.6 tells that we can prove the Main Lemma for T̄ instead of T , possibly by
slightly worsening the parameters involved.

4.6 A �rst localization lemma

It is useful to provide a local analogue of the BMO-type estimate (4.4.1). This is
possible because of the smallness of the α-number and the bound for the Pµ,α̃-density.
Also, recall that because of the assumptions in Lemma 4.4.1, we have µ(MQ0) .
Mnµ(Q0). In what follows we sketch the proof of the localization of (4.4.1) for T̄µ,
highlighting the di�erences with respect to the case of the Riesz transform (see [GT18,
Lemma 4.2]).

In the rest of the chapter we omit to indicate the dependence of the implicit
constants in our estimates on C0 and C1.

Lemma 4.6.1. For δ small enough depending on M , the following inequality holds
ˆ
Q0

|T̄µχMQ0 |2dµ .
(
ε+

1

M2α̃
+M4n+2δ1/(4n+4) + (M`(Q0))2α̃

)
µ(Q0). (4.6.1)

Proof. First, observe that
ˆ
Q0

|T̄µ(χMQ0)|2dµ ≤ 2

ˆ
Q0

|T̄µ(χMQ0)−mµ,Q0(T̄µχMQ0)|2dµ+2|mµ,Q0(T̄µχMQ0)|2µ(Q0).

(4.6.2)
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Let us estimate the two summands on the right hand side of (4.6.2) separately. To
study the �rst one, we write

ˆ
Q0

∣∣T̄µχMQ0 −mµ,Q0(T̄µχMQ0)
∣∣2dµ

≤ 2

ˆ
Q0

∣∣T̄µχ(MQ0)c(x)−mµ,Q0(T̄µχ(MQ0)c)
∣∣2dµ(x) + 2

ˆ
Q0

|T̄ µ−mµ,Q0(T̄ µ)|2dµ.

(4.6.3)

Applying Lemma 4.2.1, it follows that for x, y ∈ Q0

|T̄µχ(MQ0)c(x)− T̄µχ(MQ0)c(y)| ≤
ˆ

(MQ0)c
|K̄(x, z)− K̄(y, z)|dµ(z)

. |x− y|α̃
ˆ

(MQ0)c

1

|x− z|n+α̃
dµ(z)

. |x− y|α̃
∞∑
j=1

ˆ
2j+1MQ0\2jMQ0

1

|x− z|n+α̃
dµ(z) .

|x− y|α̃
`(MQ0)α̃

Pµ,α̃(MQ0) .
1

M α̃
,

being Pµ,α̃(MQ0) . 1. Then, averaging the previous inequality over the variable y,
we get ∣∣T̄µχ(MQ0)c(x)−mµ,Q0(T̄µχ(MQ0)c)

∣∣ . 1

M α̃

and ˆ
Q0

|T̄µχ(MQ0)c(x)−mµ,Q0(T̄µχ(MQ0)c)|2dµ(x) .
1

M2α̃
µ(Q0).

Recalling that by hypothesis we have

ˆ
Q0

∣∣T̄ µ−mµ,Q0(T̄ µ)
∣∣2dµ ≤ εµ(Q0),

we can estimate (4.6.3) as

ˆ
Q0

∣∣T̄µ(χ(MQ0)c)−mµ,Q0(T̄µχMQ0)
∣∣2dµ .

(
ε+

1

M2α̃

)
µ(Q0). (4.6.4)

An application of Lemma 4.2.7 together with the antisimmetry of ∇1 Θ(·, ·; Ā(x)) also
gives ∣∣mµ,Q0(T̄µχQ0)

∣∣ . 1

µ(Q0)

ˆ
Q0

ˆ
Q0

|x− y|−n+α̃dµ(x)dµ(y) . `(Q0)α̃. (4.6.5)

Minor variations of the arguments which prove [GT18, (4.2)] show that that

|mµ,Q0(T̄µχMQ0)|
(4.6.5)

. |mµ,Q0(T̄µχMQ0\Q0
)|+ `(Q0)α̃

.M2n+1δ1/8(n+1) +
(
M`(Q0)

)α̃
+ `(Q0)α̃

.M2n+1δ1/8(n+1) +
(
M`(Q0)

)α̃
.

(4.6.6)
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For the sake of brevity we omit the details and we just point out that the presence of
the second summand on the right hand side comes from the estimate∣∣∣ ˆ

Q0

T̄
(
ϕHn|H

)
dHn|H

∣∣∣ . (M`(Q0)
)α̃
`(Q0)n, (4.6.7)

where ϕ is a proper even C1 function with 0 ≤ ϕ ≤ 1 and supported on MQ0 \ Q0.
To get the estimate (4.6.7), we just write∣∣∣ ˆ

Q0

T̄
(
ϕHn|H

)
dHn|H

∣∣∣
≤
ˆ
Q0

ˆ
MQ0

∣∣∣1
2
K̄(x, y)− 1

2
∇1Θ(x, y; Ā(x))

∣∣∣ dHn|H(x)dHn|H(y)

+

ˆ
Q0

ˆ
MQ0

∣∣∣1
2
K̄(x, y)− 1

2
∇1Θ(x, y; Ā(y))

∣∣∣ dHn|H(x)dHn|H(y)

+
1

2

∣∣∣ ˆ
Q0

ˆ
MQ0

(
∇1Θ(x, y; Ā(x)) +∇1Θ(x, y; Ā(y))

)
dHn|H(x)dHn|H(y)

∣∣∣.
Then, the third summand is null because of the antisymmetry of its integrand and
the �rst two terms can be estimated via Lemma 4.2.2.

Gathering (4.6.2), (4.6.4) and (4.6.6) we are able to conclude the proof of the
lemma.

4.7 The David and Mattila lattice associated with µ and

its properties

The dyadic lattice constructed by David and Mattila [DM00, Theorem 3.2] is a pow-
erful tool in the study of the geometry of Radon measures. Its main properties are
listed in the following lemma, that we state for a general Radon measure with compact
support.

Lemma 4.7.1 (David and Mattila). Let σ be a compactly supported Radon measure
in Rn+1. Consider two constants K0 > 1 and A0 > 5000K0 and denote W = suppσ.
Then there exists a sequence of partitions of W into Borel subsets Q, Q ∈ Dσ,k, which
we will refer to as cells, with the following properties:
• For each integer k ≥ 0, W is the disjoint union of the cells Q, Q ∈ Dσ,k. If
k < l, Q ∈ Dσ,l, and R ∈ Dσ,k , then either Q ∩R = ∅ or Q ⊂ R.
• For each k ≥ 0 and each cell Q ∈ Dσ,k, there is a ball B(Q) = B

(
zQ, r(Q)

)
such

that

zQ ∈W, A−k0 ≤ r(Q) ≤ K0A
−k
0

W ∩B(Q) ⊂ Q ⊂W∩28B(Q) = W ∩B
(
zQ, 28r(Q)

)
,

and the balls 5B(Q), Q ∈ Dσ,k are disjoint.
• The cells Q ∈ Dσ,k have small boundaries. By this, we mean that for each
Q ∈ Dσ,k and each integer l ≥ 0, if we set

N int
l :=

{
x ∈ Q : dist(x,W \Q) < A−k−l0

}
N ext
l (Q) :=

{
x ∈W \Q : dist(x,Q) < A−k−l0

}



4.7. The David and Mattila lattice associated with µ and its properties 149

and
Nl(Q) := N int

l (Q) ∪N ext
l (Q),

we get
σ
(
Nl(Q)

)
≤
(
C−1K

−3(n+1)−1
0 A0

)−l
σ
(
90B(Q)

)
• Denote by Ddb

σ,k the family of cells Q ∈ Dσ,k for which

σ
(
100B(Q)

)
≤ K0σ

(
B(Q)

)
.

We have that r(Q) = A−k0 when Q ∈ Dσ,k \Ddb
σ,k and

σ
(
100B(Q)

)
≤ K−1

0 σ
(
100l+1B(Q)

)
(4.7.1)

for all l ≥ 1 with 100l ≤ K0 and Q ∈ Dσ,k \Ddb
σ,k .

Let us denote Dσ :=
⋃
k Dσ,k. Let us choose A0 big enough so that

C−1K
−3(n+1)−1
0 A0 > A

1/2
0 > 10. (4.7.2)

Here we list some useful quantities associated with each cell Q ∈ Dσ,k:
• J(Q) := k, which may be interpreted as the generation of Q.
• `(Q) := 56K0A

−k
0 , that we also call side length. Notice that

1

28
K−1

0 `(Q) ≤ diam(28B(Q)) ≤ `(Q)

and r(Q) ≈ diam(Q) ≈ `(Q).
• calling zQ the center of Q, we denote BQ := 28B(Q) = B(zQ, 28r(Q)), which in
particular gives

Q ∩ 1

28
BQ ⊂ Q ⊂ BQ.

We recall, now, some of the properties of the cells in the David and Mattila lattice.
The choice in (4.7.2) implies, for 0 < λ ≤ 1, the estimate

σ
(
{x ∈ Q : dist(x,W \Q) ≤ λ`(Q)}

)
+ σ

(
{x ∈ 3.5BQ \Q : dist(x,Q) ≤ λ`(Q)}

)
≤ cλ1/2σ(3.5BQ).

We denote Ddb
σ :=

⋃
k≥0Ddb

σ,k and we say that it is the lattice of doubling cells. This

notation is justi�ed by the fact that, for Q ∈ Ddb
σ , we have

σ(3.5BQ) ≤ σ(100B(Q)) ≤ K0σ(B(Q)) ≤ K0σ(Q).

An important feature of the David and Mattila lattice is that every cell Q ∈ Dσ can
be covered by doubling cells up to a set of σ-measure zero ([DM00, Lemma 5.28]).
Moreover, if we have two cells R,Q ∈ Dσ withQ ⊂ R and such that every intermediate
cell Q ( S ( R belongs to Dσ \Ddb

σ , we have the control

σ(100B(Q)) ≤ A−10n(J(Q)−J(R)−1)
0 σ(100B(R)) (4.7.3)

on the decay of the measure. The estimate (4.7.3) is proved via an iterated application
of the inequality

σ(100B(Q)) ≤ A−10n
0 σ(100B(Q̂)), (4.7.4)
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where Q̂ is the cell from Dσ,J(Q)−1 containing Q (also called parent of Q). We remark
that (4.7.4) follows by (4.7.1) and a proper choice of A0 and K0 (see [DM00, Lemma
5.31]).

For Q ∈ Dσ, we denote by Dσ(Q) the cells in Dσ which are contained in Q and
Ddb
σ (Q) := Dσ(Q) ∩ Ddb

σ .

4.8 The Key Lemma, the stopping time condition and a

�rst modi�cation of the measure

The hearth of the proof of Lemma 4.5.5 is to provide a control on the abundance of cells
with low density (in some sense that we clarify below). The whole construction that
we are about to discuss depends on some auxiliary parameter to be chosen properly
later in the proof.

De�nition 4.8.1 (Low density cells). Let 0 < θ0 � 1. A cell Q ∈ Dµ is said to be of
low density if

Θσ(3.5BQ) ≤ θ0

and it has maximal side length. We denote by LD the family of low density cells.

Most of the rest of the chapter deals with the proof of the fact that the low density
cells fail to cover a signi�cant portion of Q0.

Lemma 4.8.1 (Key Lemma). Let ε, δ and M be as in Lemma 4.4.1. There exists
ε0 > 0 such that if M is big enough and θ0, δ and ε are small enough, then

µ

(
Q0 \

⋃
Q∈LD

Q

)
≥ ε0µ(Q0). (4.8.1)

To prove the main Lemma 4.5.5 using the results in the Key Lemma, it su�ces
to refer to the construction in [GT18, Section 10], which relies on a subtle covering
argument together with the connection between uniform recti�ability and the Riesz
transform, and invoke [PPT18, Theorem 1.1 and Theorem 1.2] in place of the results
of Nazarov, Tolsa and Volberg. So, the rest of the present article (a part from the last
section) is devoted to the proof of Lemma 4.8.1.

We argue by contradiction: assume that (4.8.1) does not hold, that is to say

µ

( ⋃
Q∈LD

Q

)
> (1− ε0)µ(Q0). (4.8.2)

More speci�cally, we want to show that a choice of ε0 small enough leads to an absurd.
The proof is based on a stopping time argument. Roughly speaking, for Q ∈ LD, we
say that a cell R belongs to its associated stopping family if it is a descendant of Q
(i.e. R ⊂ Q) and it is su�ciently small. The de�nition of stopping cells depends on
a parameter t, which has to be thought small and that will be appropriately chosen
later.

De�nition 4.8.2 (Stopping cells). Let Q ∈ LD . Let 0 < t < 1. We say that R ∈
Stop(Q) if the following conditions are veri�ed and it has maximal side length
• R ∈ Ddb

µ , R ⊂ Q.
• `(R) ≤ t`(Q).
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We also denote Stop :=
⋃
Q∈LD Stop(Q) the family of all the stopping cells.

Assuming that the stopping cells in Stop(Q) are doubling makes sense in light of
the fact that doubling cells cover Q up to a set of µ-measure zero. In particular, this
implies that (4.8.2) is equivalent to

µ

( ⋃
Q∈Stop

Q

)
> (1− ε0)µ(Q0).

The proof of the Key Lemma 4.8.1 involves a periodization of the measure µ, which
is essentially carried out by replicating µ|Q0 on the horizontal plan according to the
periodicity of the matrix Ā.

The cells close to the boundary of Q0 may give problems, so that our �rst temp-
tation would be to try not to incorporate them into the contruction. This is possible
just in the case their contribution to the measure of Q0 is negligible. So, we say that
P ∈ Bad if P ∈ Stop and 1.1BP ∩ ∂Q0 6= ∅.

Another technical problem is that Stop may contain in�nitely many cells. This
second di�culty can be easily overcome considering a �nite family of cells, named
Stop0, which contains a big portion of the measure of Stop, e.g.

µ

( ⋃
Q∈Stop0

Q

)
> (1− 2ε0)µ(Q0). (4.8.3)

The rest of the section is devoted to a justi�cation of the last a�rmations concerning
Bad and the �rst modi�cation of the measure µ. It is essentially a rewriting of [GT18,
Lemma 6.2, Lemma 6.3, Lemma 6.4] in our context, in which we highlight the right
homogeneities coming from our elliptic setting.

The following lemma contains an estimate of the density Pµ,α̃ of the stopping cells
in terms of the low density parameter θ0.

Lemma 4.8.2. Let Q ∈ Stop and let t = θ
1/(n+α̃)
0 . We have

Θµ(2BQ) ≤ Pµ,α̃(2BQ) . θ
α̃

n+α̃

0 .

Proof. The �rst inequality is an immediate consequence of the de�nition of Pµ,α̃.
To prove the second inequality, we consider the maximal cell R′ ∈ Dµ such that
Q ⊂ R′ ⊂ R and `(R′) ≤ t`(R) and write

Pµ,α̃(2BQ) .
∑

P∈Dσ :Q⊂P⊂R′
Θµ(2BP )

(`(Q)

`(P )

)α̃
+

∑
P∈Dσ :R′⊂P⊂R

Θµ(2BP )
(`(Q)

`(P )

)α̃
+

∑
P∈Dσ :R⊂P⊂Q0

Θµ(2BP )
(`(Q)

`(P )

)α̃
+
∑
k≥1

2−kα̃Θµ(2kBP )

=I + II + III + IV.

Then, the estimates work as in the case of the Riesz transform. In particular, the
same arguments prove

I + II .
θ0

tn

and
III + IV . tα̃,
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which justi�es the choice of t in the statement of the lemma.

For the rest of the chapter we assume t = θ
1/(n+α̃)
0 .

Using the estimates in Lemma 4.8.2, one can prove (see [GT18, Lemma 6.3] that

µ

(⋃
Bad

Q

)
. θ

α̃
n+α̃

0 µ(Q0). (4.8.4)

First modi�cation of the measure. As already mentioned, for technical purposes

it is useful to modify the measure inside Q0 by taking just �nitely many stopping
cells and getting rid of the cells in Bad. To make the previous statement rigorous, we
choose a small parameter 0 < κ0 � 1 to be �xed later and, after denoting

Iκ0(Q) := {x ∈ Q : dist(x, suppσ \Q) ≥ κ0`(Q)},

we de�ne the modi�ed measure

µ0 := µ|Qc0 +
∑

Q∈Stop0 \Bad

µ|Iκ0 (Q).

Using (4.8.3) and (4.8.4), it is not di�cult to prove that µ0 di�ers from µ, in the sense
of the total mass, possibly by a very small quantity. Indeed,

‖µ− µ0‖ ≤
(

2ε0 + Cθ
α̃/(n+α̃)
0 + κ

1/2
0

)
µ(Q0). (4.8.5)

For this modi�cation to be useful to our purposes, we need the gradient of the single
layer potential associated with this measure to satisfy a localization estimate analogue
to (4.6.1). This is easily proved by gathering the L2(µ|Q0)-boundedness of T̄µ|Q0

, the
estimate (4.8.5) and the localization estimate (4.6.1) for µ (see [GT18, Lemma 6.4]).

Lemma 4.8.3. If δ is chosen small enough (depending on M), then
ˆ
Q0

|T̄ (χMQ0µ0)|2dµ0 .
(
ε+

1

M2α̃
+M4n+2δ1/(4n+4)

+ (M`(Q0))2α̃ + ε0 + θ
α̃/(n+α̃)
0 + κ

1/2
0

)
µ(Q0).

4.9 Periodization and smoothing of the measure

The periodization. We want to get rid of the truncation at the level of M`(Q0)
present in Lemma 4.8.3. This can be done replicating the measure periodically by
means of horizontal translations. The localization of the gradient of the single layer
potential associated with this auxiliary measure will make us able to implement a
variational argument in Section 4.11.

We denote by
M :=

{
Q0 + zP : zP ∈ 6`(Q0)Zn × {0}

}
the family of disjoint cubes covering H and obtained translating Q0 along the coor-
dinate (horizontal) axes. The factor 6 is chosen in order for this periodization to be
coherent with the period of the matrix Ā. Given P ∈ M we denote by zP its center
and by TP : Rn+1 → Rn+1 the translation

TP (x) := x+ zP ,
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so that the periodization of the measure reads

µ̃ :=
∑
P∈M

TP ]µ0|Q0 .

Observe that µ0(∂Q0) = 0, which implies χQ0 µ̃ = µ0.
As for the �rst modi�cation of the measure, we have to prove the equivalent of the

localization Lemma 4.8.3. This can be done as for the Riesz transform (see [GT18,
Lemma 7.2]) because µ̃ is very �at at the level of 3MQ0.

Lemma 4.9.1. Let κ0, θ0 and ε0 be as in Section 4.8 and δ as in the Main Lemma.
Letting

δ̃ := Mn+1
(
ε0 + θ

α̃/(n+α̃)
0 + κ

1/2
0 + δ1/2

)
,

we have
αHµ̃ (3MQ0) . δ̃.

Moreover, for

ε̃ := ε+
1

M2α̃
+M4n+2δ1/(4n+4) + ε0 +θ

α̃/(n+α̃)
0 +κ

1/2
0 +M2n+2δ̃1/(4n+5) + (M`(Q0))2α̃

we have ˆ
Q0

∣∣T̄ (χMQ0 µ̃)
∣∣2dµ̃ . ε̃µ̃(Q0).

It is not di�cult to see that the measure µ̃ has polynomial growth:

µ̃(B(x, r)) . rn for every x ∈ Rn+1 and r > 0.

The following lemma contains a technical estimate for a suitably modi�ed version of
the density Pµ̃,α̃(2BQ).

Lemma 4.9.2. For every Q ∈ Stop0 \Bad the inequality

ˆ
1.1BQ\Q

ˆ
Q

1

|x− y|ndµ̃(x)dµ̃(y) . θ
α̃

(n+α̃)(1+2n)

0 µ̃(Q)

holds. Moreover, the function

pµ̃,α̃(x) :=
∑

Q∈Stop0 \Bad

χQPµ̃,α̃(2BQ)

satis�es ˆ
Q0

p2
µ̃,α̃dµ̃ . θ

2α̃
(n+α̃)(1+2α̃)

0 µ̃(Q0). (4.9.1)

Remark on the proof. In order to prove (4.9.1) it su�ces to follow the path of [GT18,
Lemma 7.4] taking into consideration the right homogeneity given by α, which leads
to ˆ

Q0

p2
µ̃,α̃dµ̃ .

(
κ+

θ
2α̃

(n+α̃)

0

κ2α̃
+ θ

α̃
n+α̃

0

)
µ̃(Q0), (4.9.2)

where 0 < κ < 1 is a small constant. Inequality (4.9.2) gives the desired estimate

after making the choice κ = θ
2α̃/[(n+α̃)(1+2α̃)]
0 .
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The smoothing. A priori, the measure µ0 may not be absolutely continuous with
respect to the Lebesgue measure on Rn+1. This would constitute a problem when
trying to implement the variational techniques. For this reason, it it useful to consider
the following further modi�cation of the measure

η0 :=
∑

Q∈Stop0 \Bad

µ0(Q)

Hn+1
(

1
4B(Q)

)Hn+1| 1
4
B(Q)

and its periodization

η :=
∑
P∈M

TP ]η0.

We remark that, being Stop0 a �nite family, the measures η0 and η both have bounded
density with respect to Hn+1. A speci�c control on the density is not relevant to the
purposes of our proof. The following lemma contains a localization estimate for the
potential associated with η.

Lemma 4.9.3. Denoting

ε′ := ε̃+ `(Q0)2α̃ +Mnκ−2n−2α̃
0 θ

2α̃
(n+α̃)(1+2α̃)

0 + θ
2α̃

(n+α̃)(1+2n)

0 ,

we have ˆ
Q0

|T̄ (χMQ0η)|2dη . ε′η(Q0).

The presence of the summand `(Q0)2α̃ in ε′ (already taken into account in ε̃) to
point out that, as in (4.6.6), the lack of antisimmetry of K̄(·, ·) gives the error term∣∣mµ̃,Q

(
T̄µ̃χQ

)∣∣ . `(Q)α̃ . `(Q0)α̃

for every Q ∈ Stop0 \Bad . This contribution is not present in the case of an elliptic
matrix with constant coe�cients. The rest of the proof is analogous to the one of
[GT18, Lemma 8.1] and all is needed is a careful check that Lemma 4.9.2 applies and
the new homogeneity does not a�ect the �nal result. We omit further details.

Remark 9. Observe that the expressions of δ̃, ε̃ and ε′ all include a summand which
depends on ε0. In particular, the quantities in question are small if ε0 is chosen small
enough. Then, the choice ε0 � 1 (which is possible because we assumed (4.8.2) to
hold) gives the localization for the potentials associated with the auxiliary measures.

4.10 The localization of T̄ η

Let L∞M denote the set of functions f ∈ L∞(η) such that

f(x+ zP ) = f(x)

for every x ∈ Rn+1 and P ∈M.
Let ϕ ∈ C1(Rn+1) be a non-negative function whose support is contained in B(0, 2)

and that equals 1 on B(0, 1). For r > 0 and x ∈ Rn+1 let us set ϕr(x) := ϕ(x/r).
Observe that ‖∇ϕ‖∞ . 1. For x, y ∈ Rn+1 we de�ne the regularized kernel

K̃r(x, y) = K̄(x, y)ϕr(x− y)
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and its associated operator

T̃r(fη)(x) :=

ˆ
K̃r(x, y)f(y)dη(y), for f ∈ L∞M(η),

where the integral above is absolutely convergent. We are interested in getting an
existence result for the limit

p. v T̄ (fη)(x) = lim
r→∞

T̃r(fη)(x). (4.10.1)

For simplicity, we denote the principal value in (4.10.1) just as T̄ (fη)(x).

Lemma 4.10.1. Let f ∈ L∞M. The principal value T̄ (fη)(x) exists for every x ∈ Rn+1.
Moreover, given any compact set F ⊂ Rn+1, there exist r0 = r0(F ) > 0 and a constant
cF depending on F such that for s > r ≥ r0∥∥T̃r(fη)− T̃s(fη)

∥∥
∞,F .

cF
rγ
‖f‖∞,

where γ ∈ (0, 1) is as in Lemma 4.2.7.

Remark 10. Lemma 4.10.1 implies that the limit in (4.10.1) converges uniformly on
compact sets and in supp η.

Proof. Recall that we can assume `(Q0) < 1. Let s > r. Let us denote ν := fη
and ϕr,s(x) := ϕr(x) − ϕs(x) for every x ∈ Rn+1 and K̃(x, y) := K̄(x, y)ϕr,s(x − y).
Because of the periodicity of f and the de�nition of η, we have

ν =
∑
P∈M

(TP )](χQ0ν)

so that

T̃r(fη)(x)− T̃s(fη)(x) =

ˆ
K̃r,s(x, y)d

( ∑
P∈M

(TP )](χQ0ν)

)
(y)

=
∑
P∈M

ˆ
Q0

K̃r,s(x, y + zp)dν(y),

(4.10.2)

the last equality being a consequence of K̃r,s having compact support, which implies
that the sum has only �nitely many non-zero terms.

Let A0 be the homogenized matrix associated with {Lε}ε>0 and χ` be as in Section
4.2, with ` = 6`(Q0). Recall that

‖∇χ`‖∞ . 1.

The matrix A0 is an elliptic matrix whose coe�cients are constant and can be ex-
pressed in terms of χ and those of A. We denote by Θ(·, ·;A0) the fundamental
solution of the operator L0 = −div(A0∇). We decompose the right hand side of
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(4.10.2) as∑
P∈M

ˆ
Q0

K̃r,s(x, y + zp)dν(y)

=
∑
P∈M

ˆ
Q0

(
K̄(x, y + zP )− (Id+∇χ`(x))∇1Θ(x, y + zP ;A0)

)
ϕr,s(x− y − zP )dν(y)

+
∑
P∈M

ˆ
Q0

(
Id+∇χ`(x)

)
∇1Θ(x, y + zP ;A0)ϕr,s(x− y − zP )dν(y)

≡ Ir,s(x) + IIr,s(x).

Let us observe that since F is compact and y ∈ Q0, there exists a compact set F̃ such
that ±(x − y) ∈ F̃ , so that if we choose r0 ≥ 2 diam

(
F̃
)
, both ϕr,s(x − y − zP ) and

ϕr,s(x− y + zP ) vanish for |zP | < r. Moreover, |x− y| ≤ diam
(
F̃
)
≤ r/2 ≤ |zP | and

|(x− y)− zP | ≈ |(x− y) + zP | ≈ |zP |.

Let us now estimate Ir,s(x). As stated in Lemma 4.2.7, there exist C > 0 and γ ∈ (0, 1)
depending only on n and α such that∣∣∇1 E Ā(x, y + zP )−

(
Id+∇χ`(x)

)
∇1Θ(x, y + zP ;A0)

∣∣ ≤ C`(Q0)γ |x− y − zP |−(n+γ)

for every x, y ∈ Rn+1. Then, exploiting the linear growth of η and the considerations
on the support of ϕr,s, we get

|Ir,s(x)| .
∑

P∈M,|zP |≥r

ˆ
Q0

`(Q0)γd|ν|(y)

|x− y − zP |n+γ

. ‖f‖∞
∑

P∈M,|zP |≥r

`(P )n+γ

|zP |n+γ

.
‖f‖∞`(Q0)γ

rγ
.

(4.10.3)

In the last inequality of (4.10.3) we used the convergence of
∑

P∈M `(P )n|zP |−n.
We are left with the estimate of IIr,s(x). Using the antisymmetry of ∇1Θ(·, ·;A0)

and the properties of standard Calderón-Zygmund kernels, the same argument of
[GT18, Lemma 8.2] proves that there exists a constant cF > 0 such that

|IIr,s(x)| . ‖Id+∇χ`‖∞
∑
P∈M̃

ˆ
Q0

∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)

.
∑
P∈M̃

ˆ
Q0

∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)

.
cF ‖f‖∞

r
.

(4.10.4)

We conclude the proof of the lemma gathering (4.10.3), (4.10.4) and observing that,
being γ ∈ (0, 1) and r > 1, r−1 < r−γ .

The measure η is M-periodic and the matrix Ā, by construction, is 6`(Q0)-
periodic. This implies that for every f ∈ L∞M(η) and r > 0, the function T̃r(fη)
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isM-periodic, too. The same holds for p. v T (fη). Using Lemma 4.10.1, the following
result is immediate.

Corollary 4.10.1. T̄η is a bounded operator from L∞M to L∞M. For r > 0 big enough
and for every f ∈ L∞M(η) we have

∥∥T̄ (fη)− T̃r(fη)
∥∥
∞,F .F

‖f‖∞
rγ

.

Our next intent is to prove the �nal localization estimate

ˆ
Q0

∣∣T̄ η∣∣2dη � η(Q0). (4.10.5)

We have already proved that for M big enough there exists ε′ � 1 such that

ˆ
Q0

∣∣T̄ (χMQ0η)
∣∣2dη . ε′η(Q0). (4.10.6)

Then, in order to prove (4.10.5), it su�ces to use the estimate in the following lemma.

Lemma 4.10.2. Let f ∈ L1
loc(η) be a M-periodic function and let M̃ = 6Ñ , where

Ñ ≥ 3 is an odd number. For all x ∈ 2Q0 we have∣∣T̄ (χ(M̃Q0)cfη
)
(x)
∣∣ . 1

M̃γ`(Q0)n

ˆ
Q0

|f |dη. (4.10.7)

Proof. Being Ñ odd, there exists a subfamily M̃ ⊂M such that

χ
(M̃Q0)c

η =
∑
P∈M̃

TP ]η

and whose elements P ∈ M̃ satisfy |zP | & M̃`(Q0). In particular

|x− y − zP | ≈ |zp| for x, y ∈ 2Q0. (4.10.8)

Let r > 0 and x ∈ 2Q0. Denote ν := fη and observe that there are just �nitely many
cubes P ∈ M̃ such that |zP | < r. Arguing as in the proof of Lemma 4.10.1,

T̃r
(
χ(M̃Q0)cfη

)
(x) =

ˆ
K̄(x, y)ϕr(x− y)dν(y)

=
∑
P∈M̃

ˆ
Q0

K̄(x, y + zP )ϕr(x− y − zP )dν(y)

=
∑
P∈M̃

ˆ
Q0

(
K̄(x, y + zP )− (Id+∇χ`(x))∇1Θ(x, y + zP ;A0)

)
ϕr(x− y − zP )dν(y)

+
∑
P∈M̃

ˆ
Q0

(
Id+∇χ`(x)

)
∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)

≡ Ir(x) + IIr(x)
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Let us estimate Ir(x). Using (4.10.8) together with Lemma 4.2.7 and the estimate
|zP | & M̃`(Q0) for P ∈ M̃, we can write

|Ir(x)| .
∑
P∈M̃

ˆ
Q0

`(Q0)γ

|x− y − zP |n+γ
dν(y) ≈

∑
P∈M̃

ˆ
Q0

`(Q0)γ

|zP |n+γ
dν(y)

=
∑
P∈M̃

`(Q0)γ

|zP |n+γ
|ν|(Q0) .

|ν|(Q0)

M̃γ`(Q0)n

( ∑
P∈M̃

`(Q0)n

|zP |n
)

.
1

M̃γ`(Q0)n

ˆ
Q0

|f |dη.

(4.10.9)

We claim that

|IIr(x)| . 1

M̃`(Q0)n

ˆ
Q0

|f |dη. (4.10.10)

The calculations to prove (4.10.10) exploit the fact that ‖∇χ`‖∞ . 1 and the anti-
simmetry of ∇1 Θ(·, ·;A0) and resemble those of [GT18, Lemma 8.4], so that we leave
the veri�cation to the reader.
The estimates (4.10.9) and (4.10.10), together with the observation that M̃−1 ≤ M̃−γ ,
conclude the proof of the lemma after taking the limit for r →∞.

Corollary 4.10.2 (Final localization estimate). We have
ˆ
Q0

∣∣T̄ η∣∣2dη .
( 1

M2γ
+ ε′

)
η(Q0).

Proof. Inequality (4.10.7) in the case f ≡ 1 reads∣∣T̄ (χMQ0η)
∣∣ . 1

Mγ
,

so that applying it together with (4.10.6), we have

ˆ
Q0

∣∣T̄ η∣∣2dη .
ˆ
Q0

∣∣T̄ (χMQ0η)
∣∣2dη +

ˆ
Q0

∣∣T̄ (χ(MQ0)cη)
∣∣2dη .

( 1

M2γ
+ ε′

)
η(Q0),

which �nishes the proof.

4.11 A pointwise inequality and the conclusion of the proof

The following lemma implements a variational technique inspired by potential theory
that allows to obtain a pointwise inequality for the potential of a proper auxiliary
measure. We denote as T̄ ∗~ξ the operator that, given a vector-valued measure ~ξ, is
de�ned by

T̄ ∗~ξ(x) =

ˆ
∇1Ē(y, x) · d~ξ(y)

and which corresponds to the adjoint of T̄ .

Lemma 4.11.1. Suppose that for some 0 < λ ≤ 1 the inequality
ˆ
Q0

|T̄ η|2dη ≤ λη(Q0)

holds. Then there is a function b ∈ L∞(η) such that
• 0 ≤ b ≤ 2.
• b isM-periodic.



4.11. A pointwise inequality and the conclusion of the proof 159

•
´
Q0
b dη = η(Q0).

and such that the measure ν = bη satis�es
ˆ
Q0

|T̄ ν|2dν ≤ λν(Q0) (4.11.1)

and
|T̄ ν|2(x) + 2T̄ ∗

(
(T̄ ν)ν

)
(x) ≤ 6λ for ν-a.e. x ∈ Rn+1. (4.11.2)

Proof. The proof is a minor variation of the proof of [GT18, Lemma 9.1]. In partic-
ular, we recall that the way to prove (4.11.2) consists in de�ning an adapted energy
functional

J(a) = λ‖a‖L∞(η)η(Q0) +

ˆ
Q0

|T̄ (aη)|2dη,

where a ranges in

A =
{
a ∈ L∞(η) : a ≥ 0, a isM-periodic, and

ˆ
Q0

a dη = η(Q0)
}
.

Then, one proves that J admits a minimizer in A and gets (4.11.2) by taking proper
competitors. The proof does not use the antisymmetry of the kernel of T but just its
M-periodicity which follows by the construction of Ā.

4.11.1 A maximum principle

Let λ, b and ν be as in Lemma 4.11.1. In order to perform the �nal argument to
get the contradiction, we need to extend the inequality (4.11.2) out of the support of
ν. More precisely, the next step consists in proving that a inequality similar to that
provided by Lemma 4.11.1 holds in a suitable strip. To this purpose, some version
of the maximum principle is needed. The elliptic setting of the problem makes this
procedure slightly more technical than the one adopted by Girela-Sarrión and Tolsa
in the case of the Riesz transform.

Before presenting the main result of the section, we introduce some notation. We
denote by H̃ the hyperplane

H̃ := {x ∈ Rn+1 : xn+1 = 3`(Q0)/2},

which corresponds to the translate of H that contains the upper face of 3Q0. Let
KS � 1 to be chosen later and let S denote the strip

S := {x ∈ Rn+1 : dist(x, H̃) < KS`(Q0)}.

Its boundary ∂S is given by the union of two hyperplanes ∂S+ and ∂S− which lay in
the upper and lower half spaces respectively. Let

xS±=
3

2
`(Q0)(1, . . . , 1, 1)±

(
0, . . . , 0,KS`(Q0)

)
. (4.11.3)

For the proof of our next lemma we need to invoke a result on elliptic measure.
Suppose that Ω ( Rn+1 is an open set with n-AD-regular boundary and consider a
point p ∈ Ω. Let ωpΩ denote the elliptic measure on ∂Ω associated with the operator
LĀ with pole at p. For the proof of the following standard result we refer to [AM17,
Lemma 2.3].
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Lemma 4.11.2. Let Ω ( Rn+1 be open with n-AD-regular boundary with constant
CAD. There exists ϑ = ϑ(n,A,CAD) ∈ (0, 1) such that for every x ∈ ∂Ω and 0 < r <
diam Ω, we have

ωyΩ
(
B(x, r)c

)
≤ C

( |x− y|
r

)ϑ
for y ∈ Ω ∩B(x, r). (4.11.4)

An application of (4.11.4) gives a boundary regularity result for LĀ-harmonic
functions, see e.g Lemma 2.10 in [Azz+16a].

Lemma 4.11.3. Let Ω ( Rn+1 be open with n-AD-regular boundary with constant
CAD. Let u ≥ 0 be LĀ-harmonic function in B(x, 4r)∩Ω and continuous in B(x, 4r)∩
Ω̄. Suppose, moreover, that u ≡ 0 in ∂Ω ∩ B(x, 4r). Then, extending u by zero in
B(x, 4r)\ Ω̄, there exists ϑ = ϑ(n,A,CAD) ∈ (0, 1) such that u is ϑ-Hölder continuous
in B(x, 4r) and, in particular,

u(y) .n,A,CAD

(dist(y, ∂Ω)

r

)ϑ
sup

B(x,2r)
u for all y ∈ B(x, r).

Lemma 4.11.4 (Maximum principle on the strip). Let S be the strip as before and
let f be a bounded continuous LĀ-harmonic function on S so that f |∂S ≡ 0. Then
f ≡ 0 on S.

Proof. Choose R > 100KS and set SR := S ∩ [−R,R]n+1. For p ∈ S, denote hp :=
dist(p, ∂S) and let xp be a point that realizes the distance. We choose p far from
the �vertical" parts ∂SR \ (∂S+ ∪ ∂S−) of ∂SR, in particular such that B(xp, R/10)∩
(∂SR \ ∂S) = ∅. Let ωpR denote the elliptic measure with pole at p associated with
LĀ on SR. The family {SR}R is a collection of AD-regular sets whose AD-regularity
constants do not depend on R. Then inequality (4.11.4) implies that there exit two
constants C and ϑ, both independent on R, such that

ωpR(∂SR \ ∂S) ≤ ωpR
(
B(xp, R/10)c

)
≤ C

(hp
R

)ϑ
.

By hypothesis we may assume f ≤ 1 on ∂SR \ ∂S. Thus, we have

|f(p)| =
∣∣∣ˆ fdωpR

∣∣∣ ≤ ‖f |∂SR\∂S‖∞ωpR(∂SR \ ∂S) ≤ C
(hP
R

)ϑ
. (4.11.5)

The results stated in the lemma follows by passing to the limit in (4.11.5) for R →
∞.

Now, we prove an existence result on the in�nite strip S.

Lemma 4.11.5. There exists a function fS : S̄ → R such that:
1. fS is LĀ-harmonic in the strip S and continuous in S̄.
2. fS isM-periodic.
3. fS(x) = ±1 on ∂S± and fS(x) = 0 for x ∈ H̃.

Proof. Let k ∈ N, k ≥ 100KS and denote Sk = S ∩ [−k, k]n+1. We de�ne the
continuous functions fk on ∂Sk as

fk(x) =
xn+1 − 3

2`(Q0)

KS`(Q0)
.
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In particular, observe that fk(x) = ±1 for x ∈ ∂S± and

f(x) = −f
(

(x1, . . . , xn,−xn+1 + 3`(Q0))
)
,

i.e. it is antisymmetric with respect to H̃.
De�ne uk be the LĀ-harmonic function such that uk|∂Sk = fk, whose existence is

guaranteed by the continuity of fk and the AD-regularity of Sk. Our aim is to prove
that, a part from possibly considering a proper subsequence, uj converges uniformly
in the compact subsets of Sk, for every k to an LĀ-harmonic function in S.

We claim that there exist γ ∈ (0, 1) and Ck > 0 such that

|uj(x)− uj(y)| ≤ Ck|x− y|γ for x, y ∈ S̄k, j ≥ k + 2. (4.11.6)

Assume that (4.11.6) holds. As a consequence of Ascoli-Arzelà's theorem together with
standard a diagonalization argument, there is a function fS so that uk converges to fS
uniformly on the compact subsets of S. The LĀ-harmonicity of fS is a consequence
of Caccioppoli's esimate (cfr. [HKM06, Theorem 3.77]).

To prove (2), de�ne ~v = (6`(Q0), 0, . . . , 0) and observe that, being the matrix Ā
M-periodic and since fS is constant on ∂S±, the function f(x) = fS(x) − fS(x + ~v)
satis�es the hypotesis of Lemma 4.11.4. So, f ≡ 0 and fS isM-periodic.

To prove (3), �rst observe that A(x) = Aφ

((
x1, . . . , xn,−xn+1 + 3`(Q0)

))
, where

φ is the function that maps a point to its re�ected with respect to H̃ and Aφ is de�ned
as in (4.5.5). Then we can apply again Lemma 4.11.4 to

f̃(x) = fS(x) + fS

((
x1, . . . , xn,−xn+1 + 3`(Q0)

))
,

which is LĀ-harmonic and vanishes on ∂S.
We are left with the proof of the claim (4.11.6). By Lemma 4.11.3, there exists

ϑ ∈ (0, 1) depending only on n, Ā and the AD-regularity of ∂Ω (hence independent
both on j and k) such that uj is ϑ-Hölder continuous in the set {x ∈ Ω̄ : dist(x, ∂Ω) ≤
2`(Q0)}. Being ‖uj‖∞ ≤ 2 for every j, by De Giorgi-Nash interior estimates we can
infer that there exists γk independent on j such that, for every j ≥ k + 2, uj is γk-
Hölder continuous in {x ∈ Ωk+1 : dist(x, ∂Ω) > `(Q0)}. Gathering the interior and
the boundary regularity of uj proves (4.11.6).

By the previous lemma, Lemma 4.11.3 and the fact that fS ≡ 0 on H̃, we have
the estimate

|fS(y)| .
(dist(y, H̃)

KS`(Q0)

)ϑ
, for y ∈ S with dist(y, H̃) ≤ 10`(Q0).

Let us de�ne the auxiliary function

FS(x) := fS(x)T̄ ν(xS+).

Observe that FS |∂S± ≡ ±T̄ ν(xS+). The rest of the present section is devoted to the
proof of the following, which is an approximated maximum principle on S.

Lemma 4.11.6 (Pointwise bound for the potential on the strip). For x ∈ S we have

|T̄ ν(x)− FS(x)|2 + 4T̄ ∗
(
(T̄ ν)ν

)
(x) . λ1/2 +

1

K2α̃
S

+
1

Kϑ
S

+ (CS`(Q0))α̃ +
(KS

CS

)α̃
,
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where CS is a constant chosen so that CS � KS.

Before proving this lemma, we need some auxiliary result.

Lemma 4.11.7. Let xS+ and xS− as in (4.11.3). Then:
1. For x ∈ ∂S+, dist(x, xS+) . `(Q0) we have the estimate

|T̄ ν(x)− T̄ ν(xS+)| . 1

Kα̃
S

. (4.11.7)

The analogous estimate holds for x ∈ ∂S−, replacing xS+ with xS−.
2. The di�erence of −T̄ ν(xS+) and T̄ ν(xS−) can be estimated as

|T̄ ν(x+) + T̄ ν(xS−)| . 1

Kα̃
S

.

3. For x with dist(x, H̃) ≥ 2`(Q0) we have

T̄ ∗
(
(T̄ ν)ν

)
(x) . λ1/2. (4.11.8)

Proof. Let us begin with the proof of (1). Because of theM-periodicity of T̄ ν, we can
assume without loss of generality that xH ∈ [−3`(Q0), 3`(Q0)]n × {0}, xH denoting
the projection of x on H. We claim that for P ∈M and y ∈ Q0 we have

|K̄(x, y + zP )− K̄(xS+, y + zP )| . `(Q0)α̃

(KS`(Q0))n+α̃ + |zP |n+α̃
.

This follows from the (global) Calderón-Zygmund estimates for K̄(·, ·) once we observe
that |x− xS+| . |x− y − zP | ≈ KS`(Q0) + |zP |. So, for r > 0, standard calculations
give

∣∣T̃rν(x)− T̃rν(xS+)
∣∣ . ∑

P∈M

ˆ
Q0

`(Q0)α̃

(KS`(Q0))n+α̃ + |zP |n+α̃
dν(y)

=
∑
P∈M

`(Q0)n+α̃

(KS`(Q0))n+α̃ + |zP |n+α̃
.

`(Q0)n+α̃

(KS`(Q0))n+α̃
=

1

Kα̃
S

.

Being this estimate independent on the choice of r, in the limit for r → 0 we have
(4.11.7). The proof of the analogous estimate for xS− is identical, so we omit it and
go to the proof of (2).

Denote by x∗ the re�ection of the point x across x0 = 3
2`(Q0)(1, . . . , 1), i.e.

x∗ = 2x0 − x.

By the speci�c choice of x0, this transformation can be obtained via a composition
of the re�ections ψj 's with respect to the hyperplanes passing through x0 which we
de�ned in (4.5.4):

x∗ = ψ1 ◦ · · · ◦ ψn+1(x). (4.11.9)

Moreover,

(xS+)∗ = 3`(Q0)(1, . . . , 1)− 3

2
`(Q0)(1, . . . , 1)−

(
0, . . . , 0,KS`(Q0)

)
= xS− . (4.11.10)
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Thus, an immediate application of Lemma 4.5.1 gives that, for y ∈ Q0,

K̄(xS− , y + zP ) = −K̄(xS+ , y
∗ + z∗P ), P ∈M. (4.11.11)

Observe that

|y + zP − (y∗ − z∗P )| ≤ |zP − (−z∗P )|+ |y − y∗| . `(Q0),

which, combined with Lemma 4.2.1 and (4.11.11) (applied with −zP = z−P replacing
zP ), gives∣∣K̄(xS+ , y + zP ) + K̄(xS− , y − zP )

∣∣
=|K̄(xS+ , y + zP )− K̄(xS+ , y

∗ − z∗P )| . `(Q0)α̃

(KS`(Q0))n+α̃ + |zP |n+α̃
.

(4.11.12)

Taking r > 0 and using (4.11.12), we have

∣∣T̃rν(xS+)− T̃rν(xS−)
∣∣ . ∑

P∈M,|zP |>r

`(Q0)n+α̃

KS`(Q0)n+α̃ + |zP |n+α̃
.

1

Kα̃
S

which, taking the limit for r →∞, proves (2).
We are left with the proof of (3). Set σ = (T̄ ν)ν and observe that this measure is

M-periodic. So, without loss of generality, we can assume that xH ∈ [−3`(Q0), 3`(Q0)]n×
{0}. Let r > 0 and, denoting by A0 the homogenized matrix associated with Ā, by χ
the vector of correctors and ` = 6`(Q0), write

T̃rσ(x) =
∑
P∈M

ˆ
Q0

K̃r(y + zP , x)dσ(y)

=
∑
P∈M

ˆ
Q0

(
K̄(y + zP , x)−

(
Id+∇χ`(y + zP )

)
∇1Θ(y + zP , x;A0)

)
× ϕr(x− y − zP )dσ(y)

+
∑
P∈M

ˆ
Q0

(
Id+∇χ`(y + zP )

)
∇1Θ(y + zP , x;A0)ϕr(x− y − zP )dσ(y)

≡ Ir + IIr.

Recalling that ‖∇χ`‖∞ . 1 and using Lemma 4.2.7, we can proceed with the following
estimates

|Ir| .
∑
P∈M

ˆ
Q0

`(Q0)γ

|x− y − zP |n+γ
d|σ|(y)

.
∑
P∈M

ˆ
Q0

`(Q0)γ

(dist(x, H̃) + |zP |)n+γ
d|σ|(y)

.
`(Q0)n+γ

(dist(x, H̃) + |zP |)n+γ

|σ|(Q0)

`(Q0)n

.
`(Q0)n+γ

dist(x, H̃)γ
|σ|(Q0)

`(Q0)n
.
|σ|(Q0)

`(Q0)n
,

(4.11.13)
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where the last inequality holds because we assumed dist(x, H̃) ≥ 2`(Q0). We claim
that

|IIr| .
|σ|(Q0)

`(Q0)
. (4.11.14)

It is possible to prove this estimate analogously to the case of the Riesz transform.
We omit its proof in order not to make the presentation too lengthy. We remark that
the calculations that lead to (4.11.14) solely relies on the Calderón-Zygmung property
of the kernel and some geometric considerations that are independent on its speci�c
expression. We refer to [GT18, (8.20)] for more details. Gathering (4.11.13), (4.11.14)
and passing to the limit on r, we get

T̄ ∗
(
(T̄ ν)ν

)
(x) .

1

`(Q0)n

ˆ
Q0

|T̄ ν|dν.

Then, recalling (4.11.1), the growth of ν and using Cauchy-Schwarz's inequality,

T̄ ∗
(
(T̄ ν)ν

)
(x) .

1

`(Q0)n

(ˆ
Q0

|T̄ ν|2dν
)1/2

ν(Q0) . λ1/2,

which �nishes the proof of (3).

The following result is a direct consequence of Lemma 4.11.7.

Corollary 4.11.1. For x ∈ ∂S

|T̄ ν(x)− FS(x)|2 .
1

K2α̃
S

, (4.11.15)

where the implicit constant does not depend on S.

Another result which is needed for the application of the maximum principle is
the estimate of |FS(x)| for x close to the support of the measure ν.

Lemma 4.11.8. For x ∈ Rn+1 with dist(x, H̃) ≤ 10`(Q0) we have

|FS(x)| . 1

Kϑ+γ
S

.

Proof. Because of the Hölder continuity of fS , we can write

|FS(x)| .
(dist(x, H̃)

KS`(Q0)

)ϑ
|Tν(xS+)| . |Tν(xS+)|

Kϑ
S

.

So, to prove the lemma, it su�ces to show that

|T̄ ν(xS+)| ≤ C

for some constant C > 0 not depending on KS . Recall now that ν = b η. Applying
Lemma 4.10.2 with M̃ = 6KS and f = b to the point 0 ∈ 2Q0, we have the estimate∣∣T̄ (χ(6KSQ0)cν

)
(0)
∣∣ . 1

(6KS)γ`(Q0)n

ˆ
Q0

|b| dη . 1, (4.11.16)

where the implicit constant in the last inequality does not depend on KS . Now,
we observe that the (global) Calderón-Zygmund properties of K̄ and the fact that
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|xS+| . KS`(Q0) imply∣∣T̄ (χ(6KSQ0)cν
)
(0)− T̄

(
χ(6KSQ0)cν

)
(xS+)

∣∣ . ˆ
(6KSQ0)c

∣∣K̄(0, y)− K̄(xS+, y)
∣∣dν(y)

.
ˆ

(6KSQ0)c

|xS+|α̃
(|y|+ |xS+|)n+α̃

dν(y) . 1.

(4.11.17)

Then, by (4.11.16), (4.11.17) and the triangle inequality, we have∣∣T̄ (χ(6KSQ0)cν(xS+)
)∣∣

≤
∣∣T̄ (χ(6KSQ0)cν

)
(0)
∣∣+
∣∣T̄ (χ(6KSQ0)cν

)
(0)− T̄

(
χ(6KSQ0)cν

)
(xS+)

∣∣ . 1.

(4.11.18)

Moreover, since dist(xS+, supp ν)n & KS`(Q0) and estimating the kernel via Lemma
4.2.4,∣∣T̄ (χ6KSQ0ν

)
(xS+)

∣∣ ≤ ˆ
6KSQ0

|K̄(xS+, y)|dν(y) .
ˆ

6KSQ0

1

|xS+ − y|n
dν(y)

.
ν(6KSQ0)

dist(xS+, supp ν)n
.

Kn
S`(Q0)n

dist(xS+, supp ν)n
. 1.

(4.11.19)

Thus, gathering (4.11.18) and (4.11.19) we obtain

|T̄ ν(xS+)| ≤
∣∣T̄ (χ6KSQ0ν

)
(xS+)

∣∣+
∣∣T̄ (χ(6KSQ0)cν(xS+)

)∣∣ . 1,

which proves the lemma.

In order to be able to use the previous lemma, from now on we will assume without
loss of generality KS ≥ 3 and we suppose it to be an odd number. Observe that for
x ∈ supp ν, Lemma 4.11.8 and (4.11.2) give

sup
x∈supp ν

∣∣T̄ ν(x)− FS(x)
∣∣2 + 4T̄ ∗((T̄ ν)ν)(x)

≤ sup
x∈supp ν

2
∣∣T̄ ν(x)|2 + 4T̄ ∗((T̄ ν)ν)(x) + 2|FS(x)|2

≤ 12λ+ 2|FS(x)|2 . λ+
1

Kϑ
S

.

(4.11.20)

Moreover, by (4.11.8) and (4.11.15),

sup
x∈∂S

∣∣T̄ ν(x)− FS(x)
∣∣2 + 4T̄ ∗((T̄ ν)ν)(x) .

1

K2α̃
S

+ λ1/2

which, together with (4.11.20) brings us to

sup
x∈∂S∪supp ν

∣∣T̄ ν(x)− FS(x)
∣∣2 + 4T̄ ∗((T̄ ν)ν)(x) . λ1/2 +

1

K2α̃
S

+
1

Kϑ
S

. (4.11.21)

Finally, we provide the proof of Lemma 4.11.6.
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Proof. We recall that Ā = ĀT . Let ~g ∈ L∞(S;Rn+1). We claim that T̄ ∗
(
~gLn+1

)
is a

LĀT -harmonic (vector valued) function. This would imply the maximum principle

sup
x∈S

T̄ ∗
(
~gLn+1

)
(x) = sup

x∈∂S∩supp ν
T̄ ∗
(
~gLn+1

)
(x). (4.11.22)

Observe that, because of Lemma 4.11.5, the same equality holds with FS(x) in place
of T̄ ∗(~gLn+1)(x). Let ϕ ∈ C∞c (S \ supp~g) be a test function. To prove the claim,
apply the de�nition of T̄ ∗ together with Fubini's theorem together with the fact that
Ē(x, y) = E ĀT (y, x):

ˆ
ĀT∇T̄ ∗(~gLn+1) · ∇ϕ =

ˆ
ĀT∇x

( ˆ
∇yĒ(y, x) · ~g(y)dy

)
· ∇ϕ(x)dx

=

ˆ
∇y
(ˆ

ĀT∇xĒ(y, x) · ∇ϕ(x)dx
)
· ~g(y)dy

=

ˆ
∇y
(ˆ

ĀT∇x E ĀT (x, y) · ∇ϕ(x)dx
)
· ~g(y)dy

=

ˆ
∇ϕ · ~g = 0.

Notice that for every z ∈ Rn+1 we have the elementary relation

|z|2 = sup
β≥0,e∈Sn

2〈e, z〉 − β2,

so that, choosing z = T̄ ν(x)− FS(x), it reads∣∣T̄ ν(x)− FS(x)
∣∣2 = sup

β≥0,e∈Sn
2〈e, T̄ ν(x)〉 − 2〈e, FS(x)〉 − β2. (4.11.23)

We want to show that the argument of the supremum in the right hand side of (4.11.23)
di�ers from a LĀ-harmonic function possibly by a small term. This will allow to apply
the maximum principle on the strip and to �nish the proof.

For a �xed e ∈ Sn and x ∈ supp ν, we split

〈e, T̄ ν(x)〉 = −T̄ ∗(νe)(x) +
(
T̄ ∗(νe)(x) + 〈e, T̄ ν(x)〉

)
and consider that, claiming that the dominated convergence theorem applies,

T̄ ∗(νe)(x) + 〈e, T̄ ν(x)〉 = lim
r→∞

ˆ (
K̃r(x, y) + K̃r(y, x)

)
· e dν(y). (4.11.24)

To prove that the previous identity holds, set CS � KS to be chosen later. By the
triangle inequality, the antisimmetry of ∇1 Θ(x, y; Ā(x)) and the linear growth of ν,
we have ˆ

|x−y|<CS`(Q0)

∣∣K̃r(x, y) + K̃r(y, x)
∣∣dν(y)

≤
ˆ
|x−y|<CS`(Q0)

∣∣K̄(x, y)−∇1 Θ(x, y; Ā(x))
∣∣dν(y)

+

ˆ
|x−y|<CS`(Q0)

∣∣K̄(y, x)−∇1 Θ(y, x; Ā(x))
∣∣dν(y)

.
ˆ
|x−y|<CS`(Q0)

1

|x− y|n−α̃dν(y) .
(
CS`(Q0)

)α̃
.

(4.11.25)
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So, to bound (4.11.24) we have to estimate the integral on its rights hand side for
|x − y| > CS`(Q0). As before, by the periodicity of MS we can assume that xH ∈
[−3`(Q0), 3`(Q0)]n×{0}. Using arguments analogous to the ones in Lemma 4.11.7, it
is possible to prove that for y ∈ Q0 and zP such that |x− y− zP | > CS`(Q0), we have

|K̄(x, y + zP ) + K̄(x, y − zP )| . (KS`(Q0))α̃

|zP |n+α̃ + |x|n+α̃
,

hence, callingMS the subset of P ∈M such that |x− y − zP | > CS`(Q0), we have∑
P∈MS

ˆ
Q0

|K̃r(x, y + zP )− K̃r(x, y − zP )|dν(y) .
(KS

CS

)α̃
. (4.11.26)

Analogously, one can prove∑
P∈MS

ˆ
Q0

|K̃r(y + zP , x)− K̃r(y − zP , x)|dν(y) .
(KS

CS

)α̃
, (4.11.27)

so, gathering (4.11.25), (4.11.26) and (4.11.27) and letting r → ∞, we can estimate
(4.11.24) as ∣∣T̄ ∗(νe)(x) + 〈e, T̄ ν(x)〉| . (CS`(Q0))α̃ +

(KS

CS

)α̃
. (4.11.28)

We are now ready to proceed with the calculations for the maximum principle. Indeed,
taking x ∈ S, an application of (4.11.23) and (4.11.28) gives∣∣T̄ ν(x)− FS(x)

∣∣2 + 4T̄ ∗((T̄ ν)ν)(x)

= sup
β≥0,e∈Sn

2〈e, T̄ ν(x)〉 − 2〈e, FS(x)〉 − β2 + T̄ ∗((T̄ ν)ν)(x)

. sup
β≥0,e∈Sn

−2T̄ ∗(νe)(x)− 2〈e, FS(x)〉 − β2 + T̄ ∗((T̄ ν)ν)(x) + (CS`(Q0))α̃ +
(KS

CS

)α̃
.

Thus, using the maximum principle (4.11.22) we have

|T̄ ν(x)− FS(x)|2 + 4T̄ ∗((Tν)ν)(x)

. sup
β≥0,e∈Sn

2− T̄ ∗
(
νe+ (T̄ ν)ν

)
(x)− 2〈e, FS(x)〉 − β2 + (CS`(Q0))α̃ +

(KS

CS

)α̃
≤ sup

z∈∂S∪supp ν
sup

β≥0,e∈Sn
−2T̄ ∗

(
νe+ (T̄ ν)ν

)
(z)− 2〈e, FS(z)〉 − β2 + (CS`(Q0))α̃ +

(KS

CS

)α̃
.
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So, another application of (4.11.23) and (4.11.28) concludes the proof of the lemma.
Indeed, recalling the estimate (4.11.21) on ∂S ∪ supp ν,

|T̄ ν(x)− FS(x)|2 + 4T̄ ∗((Tν)ν)(x)

. sup
z∈∂S∪supp ν

sup
β≥0,e∈Sn

2〈e, T̄ ν(x)〉 − 2〈e, FS(x)〉 − β2

+ T̄ ∗((T̄ ν)ν)(x) + (CS`(Q0))α̃ +
(KS

CS

)α̃
. sup

z∈∂S∪supp ν
|T̄ ν(z)− FS(z)|2 + 4T̄ ∗((T̄ ν)ν)(z) + (CS`(Q0))α̃ +

(KS

CS

)α̃
. λ1/2 +

1

K2α̃
S

+
1

Kϑ
S

+ (CS`(Q0))α̃ +
(KS

CS

)α̃
.

4.11.2 The conclusion of the proof of the Key Lemma

To simplify the notation, set

Err(KS , CS , `(Q0)) :=
1

K2α̃
S

+
1

Kϑ
S

+ (CS`(Q0))α̃ +
(KS

CS

)α̃
.

Notice that if x ∈ 2Q0, Lemma 4.11.6 together with Lemma 4.11.8 allows to majorize
|T̄ ν(x)|2 as∣∣T̄ ν(x)

∣∣2 . |T̄ ν(x)− FS(x)|2 + |FS(x)|2 + 4T̄ ∗((T̄ ν)ν)(x)− 4T̄ ∗((T̄ ν)ν)(x)

. λ1/2 + Err(KS , CS , `(Q0)) + |FS(x)|2 − T̄ ∗((T̄ ν)ν)(x)

. λ1/2 + Err(KS , CS , `(Q0))− T̄ ∗((T̄ ν)ν)(x).

(4.11.29)

Let ϕ be a smooth function such that χQ0 ≤ ϕ ≤ χ2Q0 and ‖∇ϕ‖∞ . `(Q0)−1. Set
ψ := ĀT∇ϕ and observe that it veri�es

T̄ ∗[ψLn+1](x) = T̄ ∗[ĀT∇ϕLn+1](x) =

ˆ
∇1 E Ā(y, x) · ĀT (y)∇ϕ(y)dy

=

ˆ
Ā(y)∇1 E Ā(y, x) · ∇ϕ(y)dy = ϕ(x),

the last equality being a consequence of the de�nition of fundamental solution.
The choice of ϕ ≥ χQ0 , together with Cauchy-Schwarz's inequality, gives

ν(Q0) ≤
ˆ
ϕdν =

ˆ
T̄ ∗(ψLn+1)dν =

ˆ
T̄ ν · ψdLn+1

≤
(ˆ
|T̄ ν|2|ψ|dLn+1

)1/2(ˆ
|ψ|dLn+1

)1/2
.

(4.11.30)

Now, observe that
‖ψ‖∞ ≤ ‖ĀT ‖∞‖∇ϕ‖∞ . `(Q0)−1 (4.11.31)

and ˆ
|ψ|dLn+1 .

1

`(Q0)
Ln+1(2Q0) . `(Q0)n. (4.11.32)

We claim that ˆ
|T̄ ν|2|ψ|dLn+1 � `(Q0)n.
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Applying (4.11.29) and (4.11.32), we can write

ˆ
|T̄ ν|2|ψ|dLn+1

.
(
λ1/2 + Err(KS , CS , `(Q0))

) ˆ
|ψ|dLn+1 +

∣∣∣ ˆ T̄ ∗
(
(T̄ ν)ν

)
|ψ|dLn+1

∣∣∣
.
(
λ1/2 + Err(KS , CS , `(Q0))

) ˆ
|ψ|dLn+1

+
∣∣∣ˆ T̄ ∗

(
χ(30Q0)c(T̄ ν)ν

)
|ψ|dLn+1

∣∣∣+
∣∣∣ ˆ T̄ ∗

(
χ30Q0(T̄ ν)ν

)
|ψ|dLn+1

∣∣∣
.
(
λ1/2 + Err(KS , CS , `(Q0))

)
`(Q0)n +

∣∣∣ ˆ T̄ ∗
(
χ(30Q0)c(T̄ ν)ν

)
|ψ|dLn+1

∣∣∣
+
∣∣∣ ˆ T̄ ∗

(
χ30Q0(T̄ ν)ν

)
|ψ|dLn+1

∣∣∣
=
(
λ1/2 + Err(KS , CS , `(Q0))

)
`(Q0)n + I + II,

(4.11.33)

where I and II are de�ned by the last equality.
The estimate for I is an application of (4.10.7) with M̃ = 30. In particular,∣∣T̄ ∗(χ(30Q0)c(T̄ ν)bη)

)
(x)
∣∣ . 1

`(Q0)n

ˆ
Q0

|(T̄ ν)b|dη

≤ ν(Q0)1/2

`(Q0)n

( ˆ
Q0

|T̄ ν|2dν
)1/2

. λ1/2 ν(Q0)

`(Q0)n
,

which, together with (4.11.32), implies

I . λ1/2ν(Q0). (4.11.34)

For the estimate of II, recall that |K̄(x, y)| . |x− y|−n. This and (4.11.31) imply

∣∣T̄ (|ψ|dLn+1
)
(x)
∣∣ =

∣∣∣ˆ K̄(x, y)|ψ|(y)dy
∣∣∣ . 1

`(Q0)

ˆ
2Q0

1

|x− y|ndy .
`(Q0)

`(Q0)
= 1.

Then, by Cauchy-Schwarz's inequality, the periodicity of T̄ ν and the localization
(4.11.1),

II ≤
∣∣∣ˆ

30Q0

T̄ (|ψ|Ln+1) · T̄ νdν
∣∣∣ . ν(Q0)1/2

( ˆ
30Q0

|T̄ ν|2dν
)1/2

. λ1/2ν(Q0).

(4.11.35)
So, gathering (4.11.30), (4.11.33), (4.11.34) and (4.11.35), we have

ν(Q0) .
(
Err(KS , CS , `(Q0)) + λ1/2

)1/2
ν(Q0). (4.11.36)

Choosing KS big enough, KS/CS small enough, CS`(Q0) and λ small enough, we
have

Err(KS , CS , `(Q0)) + λ1/2 � 1,

so (4.11.36) brings us to the contradiction

ν(Q0)� ν(Q0).

This proves the Key Lemma and, hence, completes the proof of Theorem 4.2.
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4.12 The two-phase problem for the elliptic measure

To the purpose of the application to the study of the elliptic measure, it is useful
to reformulate Theorem 4.2 under slightly di�erent hypothesis. The proof of the
following closely resembles that of [AMT17b, Theorem 3.3].

Theorem 4.8. Let µ be a Radon measure in Rn+1 and let B ⊂ Rn+1 be a ball with
µ(B) > 0. Assume that, for some constants C0, C1 > 0 and 0 < λ, δ, τ � 1 the
following conditions hold:

1. r(B) ≤ λ.
2. Pµ,α̃(B) ≤ C0Θµ(B).
3. There is some n-plane L through the center of B such that βLµ,1(B) ≤ δΘµ(B).
4. There is GB ⊂ B such that for all x ∈ GB

sup
0<r≤2r(B)

µ
(
B(x, r)

)
rn

+ T∗(χ2Bµ)(x) ≤ C1Θµ(B).

5.
´
GB
|Tµ(x)−mµ,GB |2dµ(x) ≤ τΘµ(B)2µ(B).

There exists ϑ > 0 such that, if δ, τ and λ are small enough (depending on C0 and
C1), there is a n-uniformly recti�able set Γ such that

µ(B ∩ Γ) ≥ ϑµ(B).

The proof in the case A ≡ Id is based on a Tb theorem for suppressed kernels by
Nazarov, Treil and Volberg. To replicate the proof of Azzam, Mourgoglou and Tolsa
in the elliptic context, we de�ne the suppressed kernel associated with K(·, ·) as

K̃Φ(x, y) = χ̃
( |x− y|2

Φ(x)Φ(y)

)
K(x, y),

where χ̃ : [0,+∞)→ [0, 1] is a smooth, vanishes identically in [0, 1/2] and equals 1 in
[1,+∞) and Φ is a 1-Lipschitz function to be chosen as in the proof of [AMT17b].
Then, one can split

K(x, y) =
1

2

(
K(x, y) +K(y, x)

)
+

1

2

(
K(x, y)−K(y, x)

)
= K(s)(x, y) +K(a)(x, y),

apply the Tb theorem for suppressed kernels (see also [Tol14, Section 5.12] and the
references therein) to the antisymmetric part of K and exploit the L2-boundedness of
the symmetric part guaranteed by the freezing technique of Lemma 4.2.2. We leave to
the interested reader to check that there is no further di�culty in the proof Theorem
4.8.

The rest of the present section is devoted to show how to apply Theorem 4.8 to
prove the two-phase problem for the elliptic measure.

After possibly splitting the setE, we can assume diamE ≤ 1
10 min

(
diam Ω1,diam Ω2

)
.

We choose the poles pi, i = 1, 2 such that pi ∈ Ωi ∩ 2B̃ \ B̃, where B̃ is a ball centered
at E with radius r(B̃) = 2 diamE.

We are going to apply Theorem 4.8 to the measure ω1: we are going to prove that
we can �nd an n-recti�able set F ⊂ E such that ω1|F � Hn|F � ω1|F . In particular,
we can suppose that Ω1 is such that

Hn+1
(
B̃ ∩ Ω1

)
≈ r(B̃). (4.12.1)
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By the so-called Bourgain's estimates (see [PPT18, Lemma 32] for the statement in
the elliptic case and [Azz+16b] for a proof in the case A ≡ Id) together with (4.12.1),
we can infer that there exists δ0 such that

ω1

(
2δ−1B̃

)
≈ 1, for 0 < δ < δ0.

Let a, γ̃ > 0 and i = 1, 2. We say that a ball B is a-Pωi,γ̃-doubling if

Pωi,γ̃(B) ≤ aΘωi(B).

The following lemma is important for the applicability of the doubling condition.

Lemma 4.12.1. Let γ̃ ∈ (0, 1). Let Ω1,Ω2 be Wiener regular domains in Rn+1 and let
E ⊂ ∂Ω1 ∩∂Ω2 be a set on which ω1|E � ω2|E � ω1|E. Then there exists a = a(γ̃, n)
big enough such that for ω1|E-almost every x ∈ Rn+1 we can �nd a sequence of a-
Pωi,γ̃-doubling balls B(x, ri) with ri → 0 as i→∞.

Proof. Let i = 1, 2. Let m ∈ Z,m ≥ 1 and denoting

Zm :=
{
x ∈ ∂Ωi : for all j ≥ m, B(x, 2−j) is not a-Pωi,γ̃-doubling

}
it su�ces to prove that ωi|E(Zm) = 0 for every m. Arguing as in [Azz+16d, Lemma
6.1] we have that, for x ∈ Zm, we can estimate the elliptic measure of B(x, r) as

ωi(B(x, r)) ≤ C(m)rn+γ̃ for r ≤ 2−m.

Then
ω|E(A) ≤ ω(A) ≤ C(m)Hn+γ̃(A) for any A ⊂ Zm.

We recall that the dimension of ω|E can be de�ned as

dimω|E := inf
{
s : ∃F ⊂ ∂Ω s.t. Hs(F ) = 0

and ω|E(F ∩K) = ω|E(∂Ω ∩K) ∀K ⊂ Rn+1 compact
}

First let us bound dimω|E from below. Let F ⊂ ∂Ω be such that Hn+γ̃(F ) = 0. For
K ⊂ Zm compact and such that ω|E(K) > 0, we have ω|E(F ∩K) ≤ C(m)Hn+γ̃(F ∩
K) = 0. This in turn implies

dimω|E ≥ n+ γ̃. (4.12.2)

Conversely, [AM17] gives that dimω|E = n, which gathered with (4.12.2) tells that

n ≥ n+ γ̃.

Being γ̃ > 0, this brings to a contradiction and, in particular, this proves that ω(Zm) =
0 for every m.

Let i = 1, 2. Denote by ui(·) = Gi(pi, ·) the Green function associated with Ωi

with pole at pi. We understand that ui is extended by zero to Ωc
i . As a corollary

of [Azz+16a, Theorem 1.5], which was formulated under weaker assumptions on the
regularity of the matrix A, we can state the following monotonicity formula.

Lemma 4.12.2 (Monotonicity formula). Let Ωi and ui be as above and let R > 0.
Suppose that that As(ξ) = Id for ξ ∈ ∂Ω1 ∩ ∂Ω2. Then, setting

γ(ξ, r) =
( 1

r2

ˆ
B(ξ,2r)

|∇u1(y)|2
|y − ξ|n−1

dy
)
·
( 1

r2

ˆ
B(ξ,2r)

|∇u2(y)|2
|y − ξ|n−1

dy
)
,
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we have that, for some c > 0,

γ(ξ, r) ≤ γ(ξ, s)ec(s
α−rα) <∞ for 0 < r ≤ s < R.

We remark that Azzam, Garnett, Mourgoglou and Tolsa proved their result under
the hypothesis A(ξ) = Id. However, the same proof works under our assumption.1

The following lemma is crucial to prove the elliptic variant version of the blowups.

Lemma 4.12.3. Let Ω1 be a Wiener regular domain and denote by ω1 = ωp1
1 its

associated elliptic measure with pole at p1 ∈ Ω1. Let B be a ball centered at ∂Ω1

and such that p1 6∈ 10B. Assuming that ω1(8B) ≤ Cω1(δ0B) and Hn+1(B \ Ω1) ≥
C−1r(B)−1, we have

Hn+1(Ω1 ∩ 2δ0B) & r(B)n+1. (4.12.3)

Moreover
Hn+1(2δ0B \ Ω1) ≈ Hn+1(2δ0B \ Ω2) ≈ r(B)n+1. (4.12.4)

Proof. Denote r = r(B). Let us �rst prove (4.12.3). Consider a smooth function
ϕ ≥ 0 such that ϕ ≡ 1 on δ0B and suppϕ ⊂ 2δ0B. In particular, suppose that
‖ϕ‖∞ . (δ0r)

−1. Then, recalling that, by the properties of Green's function and
being x1 outside of the support of ϕ,

ˆ
ϕdω1 = −

ˆ
AT∇u1 · ∇ϕ,

we use the ellipticity of the matrix A and write

ω1(2δ0B) ≤
ˆ
ϕdω1 ≤

ˆ
|∇u1 ·A∇ϕ|

.
ˆ
|∇u1||∇ϕ| =

ˆ
Ω1∩2δ0B

|∇u1||∇ϕ| .
1

δ0r

ˆ
Ω1∩2δ0B

|∇u1|.

Then applying, in order, Hölder's and Caccioppoli's inequalities,

1

δ0r

ˆ
Ω1∩2δ0B

|∇u1| ≤
Hn+1(Ω1 ∩ 2δ0B)1/2

δ0r

(ˆ
2δ0B
|∇u1|2

)1/2

.
Hn+1(Ω1 ∩ 2δ0B)1/2

δ0r

1

δ0r

( ˆ
4δ0B
|u1|2

)1/2
,

so

ω1(2δ0B) . Hn+1(Ω1 ∩ 2δ0B)1/2 (δ0r)
(n+1)/2

(δ0r)2
sup
4δ0B
|u1|.

At this point, recalling that (see [PPT18, Lemma 32])

sup
y∈4δ0B

u1(y) .
ω1(8B)

rn−1
,

we have

ω1(δ0B) . Hn+1(Ω1 ∩ 2δ0B)1/2 (δ0r)
(n−3)/2

(δ0r)n−1
ω1(8B)

which, since we suppose ω1(8B) ≤ Cω1(δ0B), concludes the proof of (4.12.3).

1It su�ces to de�ne the matrix D in [Azz+16a, Appendix A.1] as D = A(ξ)−A and observe that
LA(ξ) = LAs(ξ) = Id.
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The second estimate in the statement of the lemma is a direct application of the
�rst one (see also [Azz+16d, Lemma 3.4]).

The following lemma provides the connection between the function γ in Lemma
4.12.2 and elliptic measure.

Lemma 4.12.4. Let i = 1, 2 and Ωi, pi be as above. Let 0 < R < mini dist(pi, ∂Ωi).
Then, for 0 < r < R/4 and ξ ∈ ∂Ω1 ∩ ∂Ω2 we have

ω1(B(ξ, r))

rn
ω2(B(ξ, r)

rn
. γ(ξ, 2r)1/2. (4.12.5)

Moreover, if r < δ0R/8 and ωi(B(ξ, 8r)) . ωi(B(ξ, δor)),

γ(ξ, r)1/2 .
ω1(B(ξ, 16δ−1

0 ))

rn
· ω2(B(ξ, 16δ−1

0 ))

rn
. (4.12.6)

The proof of (4.12.5) is analogous to that for the harmonic measure in [KPT09].
The proof of (4.12.6) is an application of Caccioppoli's inequality together with Lemma
4.12.3 (see also [Azz+16d, Lemma 3.5]).

The blowup technique for the elliptic measure developed in [AM17] is crucial to
prove the next lemma. We remark that the authors formulated this result under more
general assumptions on the matrix A then the ones of the present work.

Lemma 4.12.5. Let Ω1,Ω2 and E be as above. Let ε < 1/100 and, for m ≥ 1, de�ne
Em as the set of ξ ∈ E such that for all ξ ∈ E, 0 < r < 1/m and i = 1, 2 the following
properties hold:
(E1) ωi(B(ξ, 2r)) ≤ mωi(B(ξ, r)).
(E2) Hn+1(B(ξ, r) ∩ Ωi) ≥ 1

mr
n+1.

(E3) βω1,1(B(ξ, r)) < εr−nω1(B(ξ, r)).
The sets Em cover E up to a set of ω1-measure 0, i.e.

ω1

(
E \

⋃
m≥1

Em

)
= 0.

The proof follows by known results in the literature. However, we think that it
may be useful to the reader to dispose of precise references.

Sketch of the proof. Set

E∗ =
{
ξ ∈ E : lim

r→0

ω1(E ∩B(ξ, r))

ω1(B(ξ, r))
= lim

r→0

ω2(E ∩B(ξ, r))

ω2(B(ξ, r))
= 1
}
.

One can see that ωi(E \ E∗) = 0, i = 1, 2. Now, for ξ ∈ E∗, set h(ξ) = dω1
dω2

(ξ),

Λ =
{
ξ ∈ E∗ : 0 < h(ξ) <∞

}
and

Γ = {ξ ∈ Λ : ξ is a Lebesgue point for h with respect to ω1}.
By Lebesgue di�erentiantion theorem, ωi(E \ Γ) = ωi(E

∗ \ Γ) for i = 1, 2. Then, in
order to prove the lemma it su�ces to show that for ω1-almost every ξ ∈ Γ:
(P1) ω1 is locally doubling, i.e.

lim sup
r→0

ω1(B(ξ, 2r))

ω1(B(ξ, r))
<∞.
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(P2) For i = 1, 2

lim inf
r→0

Hn+1(B(ξ, r) ∩ Ωi)

rn+1
> 0

(P3) We have the �atness estimate

lim
r→0

βω1,1(B(ξ, r))
rn

ω1(B(ξ, r))
= 0.

The condition (P1) holds because of the �atness of the tangents Tan(ωi, ξ), see [AM17,
Theorem 1.3], which is known to imply the locally doubling condition ([Pre87, Corol-
lary 2.7]).

The property (P2) follows by the arguments in [Azz+16d] together with (4.12.4).
To prove (P3), it su�ces to argue as in the end of [Azz+16d, Section 5].

Now consider m ≥ 1 such that ωi(Em).

Lemma 4.12.6. Let δ > 0. For ω1-almost every x ∈ Em there is rx > 0 such
that, given an a-Pγ̃,ω1-doubling ball B(x, r) with r ≤ rx, there exits a set Gm(x, r) ⊂
Em ∩B(x, r) such that

ω1(B(z, t))

tn
.
ω1(B(x, r))

rn
for every z ∈ Gm(x, r), 0 < t ≤ 2r.

In particular,
ω1(B(x, r) \Gm(x, r)) ≤ δω1(B(x, r)). (4.12.7)

and, if we denote by Ẽmδ the set of points where (4.12.7) is veri�ed, we have

ω1

(
Em \ Ẽm,δ

)
= 0.

This lemma can be proved arguing as in [Azz+16d, Lemma 6.2] and more precisely
combining the locally doubling property of the elliptic measure ensured by the blowup
argument together with Lemma 4.12.4.

We also point out that their argument relies on the monotonicity formula of Alt,
Ca�arelli and Friedman. So, to prove it in the elliptic case we have to invoke Lemma
4.12.2, whose hypothesis include the assumption As(x) = Id. This, of course, is not
true in general. However, one can argue via the change of variable in Lemma 4.5.3
to achieve this property. For a more detailed treatment of how the elliptic measure
varies under that transformation we refer to [Azz+16a, Corollary 2.5]. We omit further
details.

From now on �x γ̃ = α̃. The following lemma contains an estimate of the potential
of ω1 which is needed to recollect the property (4) in Theorem 4.8.

Lemma 4.12.7 (cfr. [Azz+16d, Lemma 6.3]). Let 0 < c � 1 to be chosen small
enough. For m ≥ 1 and δ > 0, let Ẽm,δ and rx0 be as in the previous lemma.
Consider x0 ∈ Ẽm,δ and take

0 < r0 < min
(
rx0 , 1/m,dist(p1, ∂Ω1)

)
.

Assume, moreover, that B0 = B(x0, r) is an a-Pω1,α̃-doubling ball. Then, for all
x ∈ Gm(x0, r0) we have

T∗(χ2B0ω1)(x) . Θω1(B0).

Proof. Suppose As(x0) = Id. Indeed, if this is not the case, one can argue via a change
of variable as mentioned before. Also, without loss of generality, we can consider only
the case r ≤ r0/4.
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Let ε > 0. The proof relies on the estimates for the smoothened potential

T̃εω1(z) :=

ˆ
K(z, y)ϕε(z − y)dω1(y), z ∈ Rn+1,

where ϕ : Rn+1 → [0, 1] is a smooth radial function whose support is contained in
Rn+1 \B(0, 1), equals 1 on Rn+1 \B(0, 2) and ϕε denotes the dilate ϕε(z) = ϕ(ε−1z).

Now take x ∈ Gm(x0, r0), consider r ≤ r0/4 and de�ne

vr(z) = E(p1, z)−
ˆ
E(z, y)ϕr(x−y)dω1(y), z ∈ Rn+1\ [supp(ϕr(x−·)ω1)∪{p1}].

(4.12.8)
Recall that As(x0) = Id and that Θ(·;A(x0)) = Θ(·;As(x0)). On the same range of z
of (4.12.8) we consider

v̄r(z) = Θ(p1 − z; Id)−
ˆ

Θ(z − y; Id)ϕr(x− y)dω1(y).

As in [Azz+16d, Lemma 6.3], to prove the lemma it su�ces to show the validity of
the estimate

|T̃rω1(x)− T̃r0/4ω1(x)| . Θω1(B0).

To this purpose, observe that

|T̃rω1(x)− T̃r0/4ω1(x)| = |∇vr(x)−∇vr0/4(x)|

=
∣∣∣ ˆ ∇1 E(x, y)

(
ϕr(x− y)− ϕr0/4(x− y)

)
dω1(y)

∣∣∣.
Now, using Lemma 4.2.2 and the Hölder continuity of A, it is not di�cult (recall that
r0 ≤ 1) to prove that

| ∇1 E(x, y)−∇1 Θ(x− y; Id)| . rα̃0
|x− y|n ≤

1

|x− y|n ,

which in turn implies

|T̃rω1(x)− T̃r0/4ω1(x)|

. Θω1(B0) +
∣∣∣ ˆ ∇1 Θ(x− y; Id)

(
ϕr(x− y)− ϕr0/4(x− y)

)
dω1(y)

∣∣∣
= |∇v̄r(x)−∇v̄r0/4(x)|+ Θω1(B0).

(4.12.9)

We claim that |v̄r(x)− v̄r0/4(x)| . Θω1(B0), which would conclude the proof. To show
this, notice that functions v̄r and v̄r0/4 are harmonic outside supp(ϕr(x−·)ω1)∪{p1},
hence in particular in B(x, r). Then, an application of the mean value property gives

|∇v̄r(x)−∇v̄r0/4(x)| . 1

r

 
B(x,r)

|v̄r(z)− v̄r0/4(z)|dz. (4.12.10)

Another application of the freezing argument together with the Cα̃-continuity of A
proves

|v̄r(z)− v̄r0/4(z)− vr(z)− vr0/4(z)| . rα̃0 rΘω1(B0), z ∈ B(x, r)
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that, gathered with (4.12.9) and (4.12.10) gives

|T̃rω1(x)− T̃r0/4ω1(x)| . Θω1(B0) +
1

r

 
B(x,r)

|vr(z)− vr0/4(z)|dz

≤ Θω1(B0) +
1

r

 
B(x,r)

|vr(z)|dz +
1

r

 
B(x,r)

|vr0/4(z)|dz.

From this point on, the proof is analogous to that in [Azz+16d].

The proof of the Theorem 4.3 follows the footprints of that of [AMT17b] and
[Azz+16d]. More precisely, taking x0 ∈ Ẽm,δ and r0 as in Lemma 4.12.7, we split the
set Gm(x0, r0) as a union of

Gzdm (x0, r0) =
{
x ∈ Gm(x0, r0) : lim

r→0
Θω1

(
B(x, r)

)
= 0
}

and
Gpdm (x0, r0) = Gm(x0, r0) \Gzdm (x0, r0).

Then, using Lemma 4.12.7, the elliptic analogue of [Azz+16d, Lemma 6.5] and the
recti�ability Theorem 4.8 that we proved in the present chapter, it is possible to infer
that

ω1(Gzdm (x0, r0)) = 0.

On the other side, [PPT18, Theorem 3] ensures the existence of an n-recti�able set

F (x0, r0) ⊂ Gpdm (x0, r0) of mutual absolute continuity of the elliptic measure ω1|F (x0,r0)

and the Hausdor� measure Hn|F (x0,r0) that covers Gm(x0, r0) up to a ω1-null set. This
concludes the proof of Theorem 4.3.
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