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Abstract. Incidence spatial geometry is based on three-sorted structures consisting of points, lines
and planes together with three intersort binary relations between points and lines, lines and planes and
points and planes. We introduce an equivalent one-sorted geometrical structure, called incidence spatial
frame, which is suitable for modal considerations. We are going to prove completeness by SD-Theorem.
Extensions to projective, affine and hyperbolic geometries are also considered.

Un sistema axiomatico para la geometria espacial de incidencia

Resumen. La geometria espacial de incidencia estd construida por medio de estructuras trisurtidas
formadas por puntos, rectas y planos con relaciones binarias de interconexion, para cada dos de estos
elementos. En este trabajo introducimos una estructura monosurtida, que denominamos marco espacial
de incidencia y que resulta adecuada para un tratamiento modal. Probaremos la completitud del sis-
tema por medio del SD-teorema. Las extensiones a los casos proyectivo, afin e hiperbdlico son también
considerados.

Deductive logic systems are useful tools for knowledge engineering and computer sciences. This de-
velopment has turned into a master research line in mathematical logic. In particular, the systems based on
modal languages are especially adequate for computation sciences. Under this approach, several systems
have been studied which model temporal relations in their different interpretations and aspects of use, so
that the logic of time is a well-established branch of modal logic, whereas the same cannot be said of the
logic of space. The reason is probably in the more simple mathematical structure of time: a set of moments
together with a precedence relation between moments [9]. Such one-sorted relational structures are very
suitable for a modal treatment. It is quite apparent that incidence spatial relations are more complex than
temporal ones. Therefore, these structures are composed of different objects (i.e., they are many-sorted
structures): points, lines, planes, etc. Also, these objects are linked by several relations: collinearity, par-
allelism, orthogonality, incidence, etc. However, the study of geometrical models and their logical theories
is justified from an applied perspective since these logical systems can be used to formalize various aspect
and modes of practical spatial reasoning, such as reasoning on geographic charts, robotics, etc.

Several authors have been progressively working on geometrical properties and relations from the point
of view of these modal languages. Von Wright [19] has introduced a modal logic of space whose modalities
were “near” and “somewhere”. Van Benthem [5] and Goldblatt [10] independently advocated the use
of modal logic to describe relations between events but were not able to propose any intensional model
of space. Recently, Balbiani and co-authors have been working on geometrical properties and relations
concerning to the plane geometry, from the point of view of new multimodal and many-sorted languages [2,
3, 4].
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In this work, following [16, 14, 15], we build a one-sorted structure (with only one class of objects)
which will be adequate for classical modal considerations and able to capture in an equivalent way the
models of incidence spatial geometry (dimension three) and we build a classical axiomatic multimodal
system suitable to be valuated on these one-sorted structures. This idea of an abstract frame for repre-
senting knowledge about different types of data has its origin in the modal theory of arrows developed by
Vakarelov [16].

We also prove correctness and completeness for our systems and extensions to affine, projective and
hyperbolic geometries are also considered. On the other hand, decidibility is still an open problem.

1 Incidence Spatial Geometry

In this section we introduce the incidence spatial geometries and incidence spatial frame, which will be
later needed when we assign the semantic to an axiomatic system. As incidence spatial frames are defined
by simply encoding the information concerning points, lines and planes in a different way, let us remember
the structure of incidence spatial geometry. Finally, we show that these categories are equivalent.

1.1 The category of incidence spatial geometries

By an incidence spatial geometry we will mean any three-sorted structure S = (P, L,II,in;, ing, ing),
which satisfies:

1. P is a non-empty set, whose elements are called points, denoted by lower case letters x, y, z, etc...,
2. L is a non-empty set, whose elements are called lines, denoted by capital letters X, Y, Z, etc...,

3. Il is a non-empty set, whose elements are called planes, denoted by lower bold letters x, y, z, etc. ..
4. in; is an intersort relation between points and lines (iny C P x L),

5. iny is an intersort relation between points and planes (ing C P x II),

6. ing is an intersort relation between lines and planes (ing C L x II).

Moreover we have the following axioms:

I0 PNL=0,PNIO=0,LNI=0.

I1 (Vz,y € P)(3Z € L)((x in; Z) A (y iny Z)), two points are together incident with at least
one line.

12 (Voz,y € P)VZ,T € L) (((z iny Z)AN(y ing Z)A(x ing T)A(y in; T)) — ((z =
y)V (Z =1T))), two different points are together incident with at most one line.

I3 (VZ € L)(3z,y € P)((x # y) A (xz iny Z) A (y iny Z)), each line contains at least two
different points.

4 (Vee P)3Z,TeL)((Z#T)A (ziny Z) A(x iny T)), each point belongs to at least two
different lines.

I5 (Vx € P)(VY € L)(3z € IT)((z iny z) A (Y ing z)), one point and one line are together
incident with at least one plane.

I6 (Vz € P)(VY € L)(Vz,t € IT)(((z inz 2)A(Y ing z)A(z ing t)A(Y inst)) — ((x in; Y)V
(z =t))), one point and one line, which aren’t incident, are incident with at most one plane.

I7 (VzeI)(AX,Y e L)((X #Y) A (X ing z) A (Y ing z)), each plane contains at least two
different lines.
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I8 (Va,y € P)(VZ € L)(Vt € IT)(((z iny Z)A(y ing Z)A(z ing t)A(y ing t)) — ((Z ing t))),
if two points are together incident with one line and one plane, then the line will be incident
with the plane.

19 (Vo € P)(Vz,t € I1)(3y, z € P)(((x ing z) A(z ing t)) — ((y # 2) A (y ing z) A(y ing t) A
(z ing z) A (z ing t))), if one point is incident with two planes, then the planes contain at least
two common points.

110 (VX € L)(Jy,z € II)((z # t) A (X in3 y) A (X ing z)), each line belongs to at least two
different planes.

This geometry is known as absolute or neutral geometry and is presented in many textbooks on geom-
etry, for example in [1 1, 12]. The class of all incidence spatial geometries is denoted by .. We consider X as
a category where the objects are the incidence spatial geometries and the homomorphism are defined as fol-
lows: Let S = (P, L,11,iny, ing, in3) and S’ = (P, L', I, in}, inj, in}) be incidence spatial geometries.
A map f from P U L UIIonto P’ U L' UTI' is called a homomorphism from S into S’ if:

e forany (z,Y,z) € S we have (f(z), f(Y), f(z)) € 5,
e forany (z,Y,z) € S,
- ifz iny Y then f(z) in] f(Y),

- if z iny zthen f(x) inh f(z),
- if Y in3 zthen f(Y) in} f(2).

An homomorphism f which admits an inverse homomorphism is called an isomorphism.

Incidence spatial geometries are in a sense minimal geometrical structures, which can be extended with
new axioms. Three natural extensions are projective, affine and hyperbolic geometries.

An incidence spatial geometry S = (P, L, I, iny, ins, ing) is called projective if it satisfies the follow-
ing additional axioms:

Pl (VZ,T € L)(Vz € II)(3z € P)(((Z in3g z) A (T ing z)) — ((z iny Z) A (z in; T))), two lines
(on a plane) contain at least one point in common.

P2 (VT € L)(Vz,y € P)(3z € P)(((z iny Z) A (y in; Z)) = ((z iny T) A (z # z) A (2 £ y))), if
a line contains two points x and y then it contains at least one point z different from x and y.

These axioms are presented in [7].

To introduce the notion of affine spatial geometry we first define the relation of parallelism between
lines. Two lines Z and T that lie in a plane are parallel (Z || T) if Z = T or they do not intersect. We
denote parallelism by Z || T'.

Z\|T iff (3zel)(Z in3g zAT ingz)ANVz € P)(ziny ZAxing T—Z=T).

An incidence spatial geometry S = (P, L, II, iny, ing, in3) is called affine if it satisfies the following addi-
tional axioms:

Al Vzx € P)VY €e L)3Z € L)((Y || Z) A (z iny Z)) V (z iny Y)), for every line Y and every
point z that does not lie on Y there is at least one line Z through « that is parallel to Y.

A2 VXY, Ze L)((X|Y)AN Y || Z2)) — (X || Z))), the relation || is transitive.
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From these axioms and the definition of ||, we can prove that there is at most one line both incident
with a given point and parallel to a given line. Thus, this axiomatic is equivalent to that considered by
Hilbert [12].

An incidence spatial geometry S = (P, L, 11, iny, ing, ing) is called hyperbolic if it satisfies the follow-
ing additional axiom:

Hl Ve e P)(VY e LYAZ,T e LY(ZAT)ANY || 2)ANY | T)A (z ing Z)A(xz ing T)) V
(z in; Y)), for every line Y and every point x not on Y there exists at least two lines through x
parallel to Y.

This axiomatic are presented in [11].

1.2 The category of incidence spatial frames

The notion of incidence spatial geometry as a three-sorted relational structure with three intersort binary
relations is not suitable as a semantical basis of some modal logic. That is why we introduce new structures,
called incidence spatial frames, which are one-sorted and can be used for modal semantics.

Let S = (P, L,II,iny, ing, ing) be an incidence spatial geometry. The relational structure W (S) =
(W, =1, =2, =3) is called an incidence spatial frame over S if the following conditions are satisfied:

L. W={(2,Y,z):2 € P,YeL,zell,z in; Y, x iny 2,Y in3 z},
2. (z1,Y1,21) =1 (22, Y2, 22) iff 21 = 29,
3. (21,Y1,21) =2 (22, Ya,22) iff Y] = Y5,
4. (11,Y1,21) =5 (22, Y2, 22) iff 21 = z2.

The element ¢ = (x,Y,z) of W can be considered as point, line or plane according to the context in
which ¢ occurs. For instance in the expression ¢ =; v, the elements ¢ and v are meant as points and the
relation =; can be understood as the equality of points. In the structure W (S) we can define three relations
onj, ony and ons in the following way:

((El,Yl,Z]_) ong (1’27Y2,Z2) lff I 1111 }/—2,

(z1,Y1,21) ong (w2,Ya,22) iff z; iny 2z,

(1‘1,Y1,Z1) Oons (.1:275/2’Z2) iff Y1 in3 Z.
The relations converse of on; is denoted by on;” Yfori € {1,2,3}.

The following shows that on; and oni_l, for i = {1,2,3} are definable as compositions of the three
relations =1, =5 and =3.

Lemma 1 Let S be one incidence spatial geometry and W (S) be the incidence spatial frame over S. Then
forany x,y € W, we have:

(i) zon y iff (FzeW)((x=12)A(z=2y)) iff (on1 ==10=y),
(i) z onp y iff (Fz€ W)((z =12) A (2=3y)) iff (onz == 0 =3),
(i) = ong y iff (3z € W)((x=22)A(2=3y)) iff (ong==30=3),
() @ ony' y iff (FzeW)((x=22)A(z=1y)) iff (on]' ==20=1),
W zony'y iff GzeW)(w=32)A(z=1y)) iff (on]' ==30=1),
Vi) z ong y iff 3zeW)((x=32)A(2=2y)) iff (onz' ==30=).
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PROOF. Straightforward. W
Lemma 2 Let S be an incidence spatial geometry and W (S) be the incidence spatial frame over S. Then
the following conditions are satisfied:

SFO =;, =5 and =3 are equivalence relations such that
(Vz,y e W)(((z =1 y) Az =2 y) A (z =3 y) — ((z=1))),

SF1 (Vz,y € W)(3z € W)((x ony z) A (y ony 2)),
SF2 (Vz,y,z,t € W)(((z on1 2) A (y ony 2) A(xz ony t)A(y ong t)) — ((x =1 y) V(2 =21))),
SF3 (Vz e W)(3z,y € W)((x #1 y) A (z ong 2) A (y ong z)),
SF4 (Vz e W)(3z,t e W)((z Z2t) A (x ony z) A (z ong t)),
SF5 (Vz,y € W)(3z € W)((x ona z) A (y ong 2)),
SF6 (Vx,y,z,t € W)(((z ong 2) A (y ong z) A (xz ong t) A (y ong t)) — ((x ong y) V(2 =31))),
SF7 (Vz € W)(3z,y € W)((z Z2 y) A (x ong 2) A (y ong z)),
SF8 (Vx,y,z,t € W)(((z ony 2) A (y ong 2) A(x ong t) A (y ong t)) — ((# ong t))),
(

SF9 (Vx,z,t € W)(3y,v € W)(((x ong 2) A (x ong t)) —
((y #£1v) A (y ong 2) A (y ong t) A (v ong z) A (v ong t))),

SF10 (Vo € W)(Jy,z € W)((z #3 t) A (x ong y) A (x ong z)).

If S be an incidence spatial projective geometry then we have:
SPF1 (Vy,z,t € W)(3z € W)(((y ons t) A (z ong t)) — ((z ony y) A (z ony 2))),
SPF2 (Vz,y,z € W)(3t € W)(((x ony 2) Ay ony z)) — ((t ony 2) A(t#x) A (t#Y))).
If S be an incidence spatial affine geometry then we have:
SAF1 (Vz,y e W)(3z e W)((y || 2) A (z ony z) V (z ony y)),
SAR2 (Va,y,2 € W)(((@ | ) Ay || 2)) = (@ ]| 2))).
If S be an incidence spatial hyperbolic geometry then we have:
SHF1 (Vz,y e W)(3z,t e W)((z #t) A (y || 2) Ay || t) A(x onq 2) A (x ong t) V (z ong y)).

PROOF. = Straightforward. W

We define incidence spatial frame as any relational structure Wy = (W, =1, =2, =3) with W # () and
satisfying the axioms SFO...SF10 from lemma 2. By an incidence spatial projective frame we will mean
any incidence spatial frame, satisfying the axioms SPF1 and SPF2 from lemma 2. We define incidence
spatial affine frame as any incidence spatial frame, satisfying the axioms SAF1 and SAF2 from lemma 2.
In the same way we define incidence spatial hyperbolic frame as any incidence spatial frame, satisfying
the axiom SHF1 from lemma 2. The class of all incidence spatial frames is denoted by ®. We consider ®
as a category where morphisms are the usual homomorphisms between one-sorted relational structure. If
Wi = (W,=1,=2,=3) and W; = (W', =}, =), =3) are incidence spatial frames, then the map f is called
homomorphism from W to W,'c if it satisfies: for any x,y € W, if x =; y then f(x) =} f(y), i = 1,2, 3.
An homomorphism f from W} onto W]’v is called isomorphism if it satisfies:

(i) fis abijective map from Wy onto VVJ’r
(i) forany z,y € W, if f(z) =} f(y) thenz =; y,i =1, 2, 3.
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1.3 Equivalence of categories

In this section we prove categorical equivalence of the categories > and ® of incidence spatial geometries
and incidence spatial frames. First we shall give a construction of an incidence spatial geometry from a
given incidence spatial frame. Let W; = (W, =1, =2, =3) be an incidence spatial frame. We define an
incidence spatial geometry S(W) called the incidence spatial geometry over W, as follows: Let x € W,
the equivalence class of « determined by the equivalence relation =; will be denoted by |z|;, i = 1, 2, 3.

Ps(Wy) =P =W/=1={|z1:x € W},

Ls(Wf) =L= W/ =9= { |;v|2 T € W},

Hs(Wy) =ll=W/ == {|z]z: 2 € W},
inis =i = {(|zf1,[yl2) 1 2,y € W, z on1 y },
ingg =ing = { (Jz|1, lyls) : x,y € W, x onsg y },
ingg = ing = { (Jz|2, lyl3) : x,y € W, x onsz y }.

Lemma 3 Let Wy be an incidence spatial frame, then S(Wy) is an incidence spatial geometry.

PROOF. Straightforward. W

Theorem 1 If W; = (W, =1, =2, =3) is an incidence spatial frame, then the frame W = W (S(Wy)) is
isomorphic with Wy.
PROOF.  We define the map f: Wy — W as

f(@) = (|z[1, |2l2, |2]s), Vo € W.

The map f is well defined and it is an isomorphism. W

Theorem 2 If S = (P, L,iny,iny, in3) is an incidence spatial geometry, the incidence spatial geometry
S'= S(W(S)) is isomorphic with S.

PROOF. We define the map f: S — S as

f(.’E):‘(JZ,Yth)h, V$€P,
f(Y): |(.132,KZ2)|2, VYEIH
f(z) =|(x3,Y5,2)|3, Vzell

where, for instance, the existence of Y7, z; are given by the axioms (I4) and (I5).
The map f is well defined and it is an isomorphism. W

Consequently W and S are maps between objects of both categories > and ®:

W:¥ — @,
S:d — 3.

Let f be a homomorphism between two incidence spatial geometries S and S’. We define the mapping:
W(f): W(S)— W(S")

as follows:

If (z,Y,2) € W, then W(f)((,Y,2)) = (f(2), f(Y), f(2)).
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This definition makes commutative the following diagram and it converts W in a functor from X into

.
s —L g
w w
w
W(s) s W)
Analogously, if f: W +— W’ is a homomorphism of incidence spatial frames, the mapping:
S(f): S(Wy) = S(W5),

defined as:

SHzl) = 1f @), SO ]2) = [f (V)2 S(F)(|zls) = [f(2)]3),
makes commutative the following diagram and it converts S into a functor from ® into .

wy —L o wy

S(f)
S(Wy) —— S(Wy)

To conclude this section we refer the reader to the well-known theorem about categories ([ 13, proposi-
tion 1.3]), which proves the equivalence of categories.

2 The modal logic of incidence spatial geometry

The class of incidence spatial frames, denoted by MISG is a suitable reference for the kripke semantic
construction (or relational semantics, that introduces many explicit accessibility relations) for a modal logic
of incidence spatial geometry. We begin introducing the language.

2.1 Language
We use multimodal languages with:
1. a set of proposition letters p, ¢, 7 ...,
2. two propositional constants T, true and L, false,
3. the usual connectives —, A, V, —, <,
4. parentheses (, ),
5

. six unary modal operators [=1], [=2], [Z3], [#1], [Z2]. [#3]-

The set of well-formed formulas may be defined as usual. We use A, B, C ..., to denote multimodal
formulas. Moreover, we shall often omit parentheses if they are not essential in order to avoid ambiguity,
e.g. the outermost parentheses surrounding conjunctions, disjunctions, etc. Thus, we may write A A B
for (A A B). In the case of iterated conjunctions or disjunctions we shall agree to associate to the left,
e.g. AN B AC will be (AA B)AC). Furthermore, A and V shall bind more strongly than —. Thus
(AN B — C) will stand for ((AA B) — C).
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2.2 Semantics

The general semantics of the introduced language will be the Kripke semantics over frames of the form
Wy = (W, =1, =2, =3, %1, %2, %3) where W # () and =, =5, =3, #1, %2, #3 are arbitrary binary
relations in W. We shall use several classes of frames and the standard semantics will be the class of all
incidence spatial frames, where #,, #o, #3 are complement of =1, =5 and =3, respectively. A valuation
v of a frame W7y is a function which assigns to each propositional letter p a subset v(p) C W, v(T) = W
and v(_L) = . The pair M = (W, v) is called a model over W;. Suppose € W, then we inductively
define the notion of a formula A being satisfied or true in a model M = (W, v) at the state x as follows:

x =, piff x € v(p), where p is a propositional letter,
x|, Aiff notx =, A,
x =y (AANB)iffz =, Aand z =, B,
x =, (AVB)iffz =, Aorax =, B,
ey (A B)iffa =, (~AV B),
xEy (A B)iffr =, (A— B)andz |, (B — A),
x =y [RJAMf (Vy e W)z Ry =y v A), RE{=1,=2,=3,#1,%2, Z3}

We say that a formula A is true in a frame W if for any valuation v and any = € W we have z |=, A.
We say that A is true in a class of frames F if A is true in any frame of F. We define the logic of F as the
set of all true formulas in F. The logic of the class of all incidence spatial frames will be denoted by MISG.

We introduce as abbreviations the following definable modal operators:

[#|A = [Z1]AN [ZJAN [#3]A, [UJA=AN#]A, OA=AN[#]-A,
[oni]A = [=1][=2]4, [on2]A = [=1][=3]A4,  [on3]A = [=:][=5]4,
[on; 4 = [=2][=1]4, [ony A = [=3][=1]4,  [ong A = [=5][=2]A.

If [R] is a modal box then we define the diamond (R) as =[R]—
Must be taken into account, that the negative modalites [#;], ¢ = 1, 2, 3, are not definable from the
positive ones, because they have the irreflexive property (see below).

3 Axiomatic

In this section we propose an axiomatic system of MISG.

When we are saying that a modal formula A characterizes a class K of frames, use usually mean that
any modal frame F'(W, R) is in K if and only if A is valid in F’ (i.e. in every model (F, V) based on F, A
is true in every world of F'). The standard examples are p — (R)p and (R){(R)p — (R)p characterizing
respectively the reflexive the transitive frames.

It is also well-known that not all first order definable properties have modal correspondents: the standard
example is irreflexivity.

However, these are different ways of characterizing frame classes: consider d w in a frame F' = (W, R).
Clearly w is irreflexive if and only if w N {v/wRv} = 0, that is equivalent to saying that we can make the
formula p — (R)p false at w. This gives a way of characterizing the irreflexive frame:

F =Vz—zRx < YwdV(F,w Ev —(p — (R)p)).

A different road was taken by Gabbay in [8]. Instead of using axioms, he suggested to add a special
derivation rule, which he called irreflexivity rule. This rule can be formulated as follows:

F=(p — (R)p) — ¢ =F A, if pisnotin A.
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Gabbays’s completeness proof then consists of constructing a transitive irreflexive model right away, with-
out passing models that may be bad in the sense that they have reflexive points.
Note that

~(p = (R)p) & ~(=p V (R)p) < (p A ~(R)p) < (p A [R]=(=p)) < (p A [R]-p)
is a tautology, so if we define (p A [R]—p) = Op, then the irreflexivity rule will be:
FOp— A=+ A, if pisnotin A.
We propose the following axiomatization of MISG:
* Al tautologies of propositional logic,
X) [R](p — q) — ([Rlp — [Rlq), R € {=1,=2, =3, %1, %2, Z3}»
(#-symmetry) (#)[#|p — p,
(#-pseudo-transitivity) p A [#]p — [#][#]p,
(#-inclusion) [U]p — [R]p, R € {=1,=2=3},

MISG* [=ip A [Zilp — [Ulp,i=1,2,3,
MISG™ (=;)[#]p — [#ilp.i=1,2,3,

MISGO [=ilp — p, (=) [=lp — p, [=ilp — [=il[=idp, i =1, 2,3

MISG1 (U)p — {on;)(on; *)p,

MISG2 (oni)(p A {ony ") ([#lg Ar)) — (lom]({=2)p V [ong g) V (=1)7),
MISG3 p — (on] ') (1) {on;)p,

MISG4 p — (on)(#2)(ony ')p,

MISG5 (U)p — (onz){onz")p,

MISG6 (on)(p A (ong ) ([#g A7) — (lona]((=a)p V [ong ']g) V (oni)r),
MISG7 p — (ong ") (#2)(on3)p,

MISGS8 (oni)(p A (ony ) [#]g) — [ona]({onz )p V [on; ),

MISGY (on; *){onz)p A g — (ong ) ({Z1)({onz)p A (onz)q) A (onz)p),

MISG10 p — (onz)(#s3)(onz ' )p.

The rules of inference:
(MP) Modus ponens: if - Aand - A — B thenF B,
(NR) Necessitation rule: if = A then - [R]A, R € {=1, =2, =3, %1, #2, %3}
(IR) TIrreflexivity rule: if pis notin A and - Op — A then - A,

(SR) Substitution rule of propositional letters.
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4 Correctness of MISG

Here we use Sahlqvist Correspondence Theorem [18] for proving correctness. Next we remember some
definitions. An occurrence of a proposition letter p in a formula A (here we must be think A in terms of the
conectives A and V) is positive occurrence if it is in the scope of an even number of negations signs; it is a
negative occurrence if it is in the scope of an odd number of negations signs. For example, the occurrence of
pin (R)(p — q) is negative, for this formula is shorthand for (R)(—p V ¢). A modal formula A is positive
in p (negative in p) if all occurrences of p in A are positive (negative). A modal formula is called positive
(negative) if it is positive (negative) in all proposition letters occurring in it.

A boxed atom is a formula of the form [R;,]...[R;, ]p (n > 0) where [R;,], ..., [R;,] are boxes of the
language. If n = 0 the boxed atom is the proposition letter p.

A Sahlqvist antecedent is a formula built up from L, T, boxed atoms, and negative formulas using A,
V and existence modal operators ((R)). A Sahlqvist implication is an implication A — B in which B is
positive and A is a Sahlqvist antecedent.

A Sahlqvist formula that is build up from Sahlqvist implications by freely applying boxes and con-
junctions, and by applying disjunctions only between formulas that do not share any proposition letters.
An example of Sahlqvist formulas is [R;](p — (R2)p). Typically forbidden combinations in Sahlqgvist
antecedent are “boxes over diamonds”, as in [R;](Rz2)p — (Rs)[Ra]p-

We know that every Sahlqvist formula is canonical for the first-order property it defines [6]. This first-
order property is computable from Sahlqvist formula by the Standard Translation. For example let us check
this for MISG9:

pAg— (ony ) ((Z1)({onz)p A (onz)q) A (ona)p))
(3
ST ((ony ') {ona)p A q) — ST.({ong *)((#1)({ona)p A (ona)q) A (ons)p))
(3
(VP,Q)((3x)(= 0112_1 x A (Ft)(x ong t A Pt)AQz) — (Fy)(z 0112_1 YA
((Fv)(y Z1 v A ((Bw)(v ong w A Pw)) A (Fh)(v ong h A QL)) A (3s)(y ong s A Ps))

0
(VP,Q)(Va,t)(z ony ' 2 Az ong t A PtAQz — (Jy)(z ony * yA
((Fv)(y #1 v A ((Bw)(v ong wA Pw)) A (3h)(v ong h AQh)) A (3s)(y ong s A Ps))

we define

o(P) = du.(u =1t),
o(Q) = Mu.(u = z).

Note that o(P) and (@) are the minimal instantiations making the antecedent true, and we have:

(Va,t)(z ong ' o Az ong tAt=tAz=2z— (Jy)(z ong* yA
((F)(y 21 v A ((Qw)(v ong wAw=1)) A(Fh)(v ong hAh=2))A(3s)(y ony sAs=t))

)

(Va,t)(z ong* & Az ong t — (Fy,v)(z ony ' yAy# vAvong t Avong zAy ong t)

)

(Vz,t)(3y,v)(x ong 2 Az ong t =y ong 2Ay £ vAv ong tAv ong zAy ong t)
this is a local correspondent, then the modal formula also has a first-order global correspondent:

(Vx, z,t)(Jy,v)(x ong 2z Az ong t —y ong zAy Z vAv ong t Av ong zAy ong t)
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this is the axiom I9. Note that MISG* and MISG**) define the quasi-standard property [15]. In addi-
tion , the inference rules (MP), (NR) and (SR) are well-known in a normal modal system. The rule (IR)
characterizes the irreflexivity of relation #.

5 Completeness of MISG

Since we had built an axiomatic system whose axioms are Sahlqvist formulae, to prove the completeness
of MISG we will use the Venema’s SD-theorem [17], which implies completeness of a wide variety of
polymodal logics containing difference modality [#], the irreflexivity rule (IR) for [#] and satisfying some
general conditions:

1. each modal operator [R] must contain the “converse” operator [R]~! connected with [R] by the
following axioms from tense logic:

(RRTNA— A, (RT[R] — 4,

2. the logic contains the axioms ##-symmetry, #-pseudo-transitivity and #-inclusion,
3. all additional axioms should be Sahlqvist form.

Then the SD-theorem states that the logic is complete in the class of frames modally definable by the
additional axioms.

Theorem 3 (The main theorem. Completeness.) A modal formula is a theorem of MISG if and only
if it is valid in all incidence spatial frames.

PROOF. It is easy to see that additional axioms of MISG are in a Sahlqvist form, and by the SD-theorem,
MISG is complete in the class of all incidence spatial frames. W

6 About other geometries

We extend our results to other well-know spatial geometries: projective, affine and hyperbolic.

6.1 The modal logic of projective spatial geometry

In this subsection we present a modal logic of spatial projective geometry denoted by MSPG. The language
of MSPG is the same as MISG. Semantically we can define MSPG as the logic of the class of all projective
spatial frames.

Theorem 4 The class of spatial projective frames is modally definable in the class of all incidence spatial
frames by the addition of the following formulas:

MPSG1 <0n3><0n§1>p — (onf1>(0n1>p,
MPSG2 (on1)(p A {ony *)g) — (Z1)({oni)p A (#1)q).

PROOF. The formulas MPSG1 and MPGS2 corresponds to the axioms SPF1 and SPF2 of spatial projec-
tive frames. M

The formulas MPSG1 and MPGS?2 are in Sahlqvist form, consequently the completeness is given by
SD-theorem.

247



R. Rubio and A. Rider

6.2 The modal logic of spatial affine geometry

We introduce a modal logic of spatial affine geometry MSAG by extension of MISG. The language of
MSAG contains a new modal operator denoted by [||]. The semantics of MSAG is in the class of all afine
frames and the operator [||] is interpreted by the relation ||. Semantically, we can define MSAG as the logic
of all affine frames.

Theorem 5 The class of all spatial affine frames is modally definable in the class of incidence spatial
frames by addition of the following formulas:

Parallel (onz)(onz")p — (||)p V (ong *){on;)p,
(=2)p — (I)p,
[=2lq A oy ) {ons) ([Fp A =g) — [lllp.

Up — {on){|)p

MASG1 (
MASG2 ([)p — (I){Ihp-

The formulas are in Sahlqvist form, then by SD-theorem we have completeness.

6.3 The modal logic of spatial hyperbolic geometry

We introduce a modal logic of hyperbolic spatial geometry MHSG by extension of MISG. The language of
MHSG is the same that MASG. Semantically, we can define MHSG as the logic of all hyperbolic frames.

Theorem 6 The class of all hyperbolic frames is modally definable in the class of incidence spatial geom-
etry by addition of the following formulas:

Parallel

MHSG1 (U)p A q — (on)({[)p A (Z2)(()p A {on7 )g)) V (U) ({on1)p A q).

In the same way, we have completeness.
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