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Equilibria in a class of games
and topological results implying their existence

Robert S. Simon, Stanisław Spież and Henryk Toru ńczyk

Abstract. We survey results related to the problem of the existence of equilibria in some classes of
infinitely repeated two-person games of incomplete information on one side, first considered by Aumann,
Maschler and Stearns. We generalize this setting to a broader one of principal-agent problems. We also
discuss topological results needed, presenting them dually (using cohomology in place of homology) and
more systematically than in our earlier papers.

Equilibrios en una clase de juegos
y resultados topol ógicos que implican su existencia

Resumen. Exponemos resultados relacionados con el problema de la existencia de equilibrios en
algunas clases de juegos bipersonales infinitamente repetidos con información incompleta por una de las
partes, considerados por primera vez por Aumann, Maschler yStearns. Generalizamos este marco a uno
más amplio de problemas de agentes principales. También discutimos los resultados topológicos necesa-
rios, presentándolos dualmente (usando cohomologı́a en lugar de homologı́a) y de modo más sistemático
que en nuestros artı́culos anteriores.

1 Introduction

In answer to a question of R. Aumann, M. Maschler and R. Stearns, the existence of equilibria in various
classes of infinitely repeated games has been established byS. Sorin [19], J. Renault [14] and the present
authors [17, 18]. The purpose of this paper is to survey results on infinitely repeated games related to the
above-mentionedquestion and to outline the topological methods used. Also the existence of an equilibrium
for certain principal-agent problems is demonstrated.

The paper is organized as follows. The survey on game theory is contained in Section 3. We show how
the existence of equilibrium was proven for repeated games of incomplete information on one side using
our topological results. An effort is being made to present the results surveyed so as to relate them to the
issue of cooperation (in our case between 2 persons), and a new application is given in Section 4. There, we
consider principal-agent situations where Nature choosesa state, informs the agent of this choice, the agent
can send a signal to the principal and the two players can makecontracts concerning the signals and joint
actions. Under reasonable conditions concerning what contracts are acceptable to both parties there will be
an acceptable contract in equilibrium.
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The topological results are discussed in Section 2. The basic notion is that of “propertyS” of a compact
setF ⊂ R

n×Y . It is this property which allowed us to conclude that the projection ofF to R
n contained a

given simplex—which forF described by some complex conditions given by the game implied the existence
of its equilibrium, as discussed in Section 3. The propertyS had been defined in [18], [17] in homological
terms, but here we make an attempt to describe its cohomological analogue, which hopefully may become
more handy for applications because of the richer structureof cohomology theory. At the same time we
isolate as Propositions certain “axioms” for propertyS which make it useful for game-theoretic applications.
These axioms have to do with cohomology (or homology) theoryonly inasmuch as they use the notion of
acyclicity, that is of being equivalent to a point in this theory.

2 The spanning property of correspondences

2.1 Cohomological properties of subsets of an R
n

Throughout the paper we denote byC or bycl C the closure of a setC, by intC the interior ofC and byδC
the boundary of the interior ofC. All topological spaces are assumed to be metrizable. We’lluse the reduced
Čech cohomology and homology functors with coefficients in an abelian group, Cf. [7,§IX.7]. If h is one
of these functors thenh(X, X0) is considered as a graded group, i.e., as a direct sum of thehn(X, X0)’s,
and a specific grouphn(X, X0) is isolated only if needed; similarly for a homomorphismh(f) induced by
a mapf : (X, X0) → (Y, Y0). As usual,h(X) andh(X, ∅) are identified.In subsections2.1, 2.2and2.3
let h stay for reducedcohomologywith coefficients in a fixed abelian group.

In this subsection we discuss elementary properties of subsets of the spaceRn on which the further
results rest. We considerR

n as a subset of its one-point compactificationSn.

Lemma 1 LetU be a connected, non-empty open set inSn. Then:

(a). hn(U, δU) 6= {0}.

(b). hn(D, D ∩ δU) = {0} for any proper closed subsetD of U .

PROOF. Ad (a). Excision ofSn \U shows thathn(U, δU) = hn(Sn, Sn \U). Hence by duality theorem
we gethn(U, δU) = H0(U), the0-th singular homology group ofU—which is non-trivial becauseU 6= ∅.
(See [20, Theorem 17, page 296])

Ad (b). The same argument shows that ifD ⊃ δU thenhn(D, δU) = H0(U, U \D) —which is{0},
becauseU is connected andU \ D 6= ∅. In the general case it remains to note thathn

(
(D, D ∩ δU) →֒

(D ∪ δU, δU)
)

is an isomorphism, by excision, so we may replaceD by D ∪ δU . �

Lemma 2 Let(D, D′) and(C, C′) be compact pairs inRn with (C, C′) ⊂ (D, D′). If D\D′ is connected
and open inRn and is contained in a component ofC \C′ which is open inRn, then the inclusion-induced
homomorphismhn

(
(C, C′) →֒ (D, D′)

)
is injective.

PROOF. Let α andV be the homomorphism and the component ofC \ C′ in question. The inclusion-
induced homomorphismhn(Sn, Sn\(D\D′))→ hn(Sn, Sn\V ) is an isomorphism because it corresponds
to the homomorphismH0(D \ D′ →֒ V ) of singular homology groups. Therefore ifV = C \ C′ then
excision ofV shows thatα is an isomorphism.

In the general case we note that the above additional assumption is met whenC gets replaced byC′∪V ,
whence the inclusion-induced homomorphismγ : hn(D, D′) → hn(C′ ∪ V, C′) is an isomorphism. The
assertion follows, sinceγ = β ◦ α for β = hn

(
(C′ ∪ V, C′) →֒ (C, C′)

)
. �

Our last lemma here is a cohomological version of Borsuk’s separation criterion [7, Theorem 3.6 on
p. 302]:
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Lemma 3 Let F be a compact subset ofR
n not containing the origin. Then,F separates0 from∞ if

and only if the radial projectionp of F to the unit sphereSn−1 ⊂ R
n, defined byp(x) = x/‖x‖, has the

property thath(p) : h(Sn−1)→ h(F ) is a monomorphism.

PROOF. The separation property above means thatR
n \ F is a disjoint union of two open sets, one of

which is bounded and contains0. WhenF fails to separate then it is well known thatp is null-homotopic
and soh(p) = 0. (See [7].)

Let us now assumeF separates this way and letW denote the above bounded set. LetD be a closed
ball andV an open ball, both centered at0, such thatF ⊂ D, V ⊂W andSn−1 ⊂ D \V . Let us consider
the diagram

hn(C, F ) ←−−−− hn−1(F )

α

x β

x

hn(D, D′) ←−−−− hn−1(D′) ,

whereD′ := D\V , C := F∪W , the vertical homomorphisms are induced by inclusions and the horizontal
ones are coboundary homomorphisms. By Lemma 2,α is injective. Moreover,hn−1(D′)→ hn(D, D′) is
an isomorphism and soβ : hn−1(D′) → hn−1(F ) must be a monomorphism by the commutativity of the
diagram. Consequently,hn−1(p) is a monomorphism as well, forβ = hn−1(p)◦γ with γ = hn−1(Sn−1 →֒
D′) an isomorphism. �

2.2 Cohomological essentiality of mappings over subsets of R
n

Let us say that a mapf : X → R
n of a compact spaceX is h–essentialover a bounded setT ⊂ R

n if, with
U = intT , thef–induced homomorphismhn

(
(f−1(U), f−1(δU)) → (U, δU)

)
is injective. (By amap

we mean in this paper a continuous function.)

Remark 1 The above notion is equivalent to that of “propertyS” (of the correspondencef−1) to be
described in Section2.3, but is more intuitive. We define it in analogy with the “essential maps onto cubes”
of P. Alexandroff[1].

Remark 2

(a). Thusf is h–essential overT if and only if it is such overU = intT .

(b). Also,f is h-essential overT if and only if hn
(
(f−1(U), f−1(δT )) → (T ∪ δT, δT )

)
is injective.

(This is so becausehn((U, δU) →֒ (T ∪ δT , δT )) is an isomorphism, asdim
(
(T ∪ δT ) \ U

)
< n.)

We recall thatδT = δU , the boundary ofU .

(c). The cases whenT is compact or open are central to us. Clearly,T ∪ δT = T whenT is open, and
T ∪ δT = T whenT is compact.

Lemma 4 LetX be a compact space,f : X → R
n be a map andU ⊂ R

n be open and bounded.

(a). If f is h–essential over each component ofU then it is essential overU .

(b). If f is h–essential overU then so it is over any open setV ⊂ U .

(c). If f is h–essential overU thenf(X) ⊃ U .

PROOF. Let us writeXS for f−1(S) whenS ⊂ R
n.

Ad (a). Suppose thatf is essential over each component ofU and letV be the family of all components
of U . As noted earlierhn(U, δU) is isomorphic to the singular homology groupH0(U), which is isomor-
phic to

∏
{H0(V ) |V ∈ V } and hence to

∏
{ hn(V , δV ) |V ∈ V }. It follows that the homomorphism
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hn(U, δU) →
∏
{ hn(V , δV ) |V ∈ V }, given by the family{ hn

(
(V , δV ) →֒ (U, δU)

)
|V ∈ V }, is an

isomorphism. Now, let us consider the diagram
∏
{ hn(XV , XδV ) |V ∈ V } ←−−−− hn(XU , XδU )

x
x

∏
{ hn(V , δV ) |V ∈ V }

≈
←−−−− hn(U, δU) ,

where the vertical homomorphisms are induced byf and horizontal ones are given by families of inclusion-
induced morphisms. Since the left vertical homomorphism isa monomorphism by assumption, so is the
right one as well.

Ad (b). By part (a) we may assume additionally that the setV is connected. (If it isn’t, we treat each of
its components individually.) We consider the diagram

hn(XU , XδU )
β1

←−−−− hn(XU , XU\V )
β2

−−−−→ hn(XV , XδV )

γU

x γ

x γV

x

hn(U, δU)
α1←−−−− hn(U, U \ V )

α2−−−−→ hn(V , δV ) ,

where horizontal homomorphisms are induced by inclusions and the vertical ones byf . By Lemma 2,α1

is a monomorphism. SinceγU is a monomorphism either (by assumption), so isγ by the commutativity of
the left square of the diagram.

Moreoverα2 andβ2 are isomorphisms by excision whence by using now the right square of the diagram
it follows thatγV is a monomorphism, as desired.

Ad (c). LetD = f(XU ). The homomorphism witnessing theh-essentiality off overU factors through
the grouphn(D, D ∩ δU) and is defined onhn(U, δU). Hence it follows from Lemma 1 that it could not
be injective unlessD = U . �

Lemma 5 Let a setT ⊂ R
n be bounded. For a mapf : X → R

n of a compact spaceX the following
conditions on a compact setZ ⊂ f−1(δT ) are equivalent (below, the undefined homomorphisms are
induced byf ):

(a). kerhn
(
(X, Z)→ (Rn, δT )

)
⊂ kerhn

(
(T ∪ δT, δT ) →֒ (Rn, δT )

)
;

(b). ker(∂X ◦hn−1(Z → δT )) ⊂ ker ∂T , where∂X is the coboundary homomorphism of the pair(X, Z),
and∂T that of the pair(T ∪ δT, δT ).

Moreover,f is essential overT if and only if there exists a compact setZ ⊂ f−1(δT ) satisfying these
conditions, in which casef−1(δT ) satisfies them also.

PROOF. Observe that the coboundary∂ : hn−1(δT )→ hn(Rn, δT ) is an isomorphism. Thus, the equali-
ties∂X ◦ hn−1(Z → δT ) = hn

(
(X, Z) → (Rn, δT )

)
◦ ∂ and∂T = hn

(
(T ∪ δT, δT ) →֒ (Rn, δT )

)
◦ ∂

imply the equivalence of (a) and (b).
Suppose now thatf is h–essential overT . The monomorphism from Remark (b), when right composed

with hn
(
(T ∪δT, δT ) →֒ (Rn, δT )

)
, factors throughhn

(
(X, f−1(δT ))→ (Rn, δT )

)
. This yields (a) with

Z = f−1(δT ).
Finally, suppose that (a) holds for a compact setZ ⊂ f−1(δT ); then it holds withZ = f−1(δT ) as

well. With U = intT we consider the following diagram

hn(X, f−1(δU))
γ′

−−−−→ hn(f−1(U), f−1(δU))⊕ hn(f−1(Rn \ U), f−1(δU))

j

x k=(k1,k2)

x

hn(Rn, δU))
γ=(γ1,γ2)
−−−−−−→ hn(U, δU)⊕ hn(Rn \ U, δU) ,
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wherej andk are induced byf , while γ andγ′ by inclusions (componentwise). SinceU ∩ (Rn \U) = δU
andf−1(U)∩f−1(Rn \U) = f−1(δU) it follows from exactness of Mayer-Vietoris sequences for the cou-
ples of pairs{(U, δU), (Rn \ U, δU)} and{(f−1(U), f−1(δU)), (f−1(Rn \ U), f−1(δU))}, respectively,
thatγ andγ′ are isomorphisms. From this and the assumed inclusionker(j) ⊂ ker(γ1) it easily follows
thatker(k1) = {0}, i.e.f is essential overT . �

Definition 1 Let a setT ⊂ R
n be bounded. We say thatZ witnessestheh-essentiality overT of a map

f : X → R
n, if Z is a compact subset off−1(δT ) and the equivalent conditions(a), (b) above are satisfied.

Recall also that a mappingf : X → C is said to beh–acyclicif h(f−1(c)) = h({c}) for c ∈ C.

Lemma 6 Let f : X → R
n be a map of a spaceX = X1 ∪ X2, where eachXi is compact, and letC1

andC2 be compact sets inRn such thatintC1 ∩ intC2 = ∅. Thenf is h-essential overC1 ∪ C2 provided
eachf |Xi is h-essential overCi and this is witnessed by compact setsZ1 andZ2, respectively, such that
f |Z1 ∩ Z2 is anh-acyclic map ontoδC1 ∩ δC2.

PROOF. We consider the diagram below in which homomorphismsj1, j2 andv are induced byf and the
remaining ones by suitable inclusions:

hn(X1, Z1)⊕ hn(X2, Z2) ←−−−− hn(X, Z1 ∪ Z2)

j1⊕j2

x v

x

hn(Rn, δC1)⊕ hn(Rn, δC2) ←−−−− hn(Rn, δC1 ∪ δC2)

i1⊕i2

y ι

y

hn(C1, δC1)⊕ hn(C2, δC2)
k

←−−−− hn(C1 ∪ C2, δC1 ∪ δC2) .

By assumption,ker(js) ⊂ ker(is), s = 1, 2, whenceker(j1 ⊕ j2) ⊂ ker(i1 ⊕ i2). Moreover, since
dim(C1∩C2) < n the Mayer-Vietoris cohomology sequence of the couple of pairs{(C1, δC1), (C2, δC2)}
tells us thatk is a monomorphism. By commutativity of the diagram this implies that

ker(v) ⊂ ker(ι). (∗)

We now let:

A := δC1 ∪ δC2, A1 := δC1 ∩ δC2, A2 = δ(C1 ∪ C2), A0 := A1 ∩A2

B := Z1 ∪ Z2, B1 := Z1 ∩ Z2, B2 := f−1(A2) ∩B, B0 := B1 ∩B2 .

Thenf(Bk) ⊂ Ak, A = A1 ∪A2 andB = B1 ∪B2, so we get a commutative diagram

hn(B1, B0) ←−−−− hn(X, B2) ←−−−− hn(X, B) ←−−−− hn−1(B1, B0)x u

x v

x w

x

hn(A1, A0) ←−−−− hn(Rn, A2) ←−−−− hn(Rn, A) ←−−−− hn−1(A1, A0)

where vertical homomorphisms are induced byf and rows are parts of the Mayer-Vietoris cohomology
sequences of the couples of pairs{(X, B2), (B1, B1)} and{(Rn, A2), (A1, A1)}, respectively. (In these
sequences we skip the trivial factorshn(B1, B1) andhn(A1, A1).)

We havehn(A1, A0) = 0, sincedimA1 < n. Thus, by exactness, the homomorphismhn(Rn, A2) ←
hn(Rn, A) is onto. By assumption,f |B1 : B1 → A1 is acyclic. Since additionallyB0 = f−1(A0) ∩B1 it
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follows from Vietoris mapping theorem thatw is an isomorphism. Hence, by (∗) and the commutativity of
the inclusion-induced diagram

hn(Rn, A2) ←−−−− hn(Rn, A)

ι′

y ι

y

hn(C1 ∪ C2, A2) ←−−−− hn(C1 ∪ C2, A) ,

it follows from the Claim below thatker(u) ⊂ ker(ι′). Thus the setB2 witnessesh-essentiality off over
C1 ∪C2, what completes the proof. �

Claim 1 Let the following diagram of homomorphisms of abelian groups

H1 ←−−−− H2 ←−−−− H3

u

x v

x w

x

G1
f

←−−−− G2 ←−−−− G3

ι′

y ι

y

F1 ←−−−− F2

be commutative and have exact rows. Iff andw are epimorphisms andker(v) ⊂ ker(ι) thenker(u) ⊂
ker(ι′).

2.3 Property S of (compact) correspondences: a cohomological version

In this paper, by acorrespondenceF : X → Y we mean anycompactsubset ofX×Y . The image ofF in
Y ×X under the coordinate-switching map is denotedF−1. If X0 is a subset ofX , thenF ∩ (X0 × Y ) is
called the restriction ofF to X0 and denotedF |X0. For a correspondenceF : X → Y , the image of the set
F |X0 under the projection toY is denoted byF (X0) and called the image ofX0 underF . We also write

im(F ) := F (X), F (x) := F ({x}) for x ∈ X and dom(F ) := { x ∈ X : F (x) 6= ∅ }.

Note that the setdom(F ) is closed inX , as it is the image of a compact setF under the projection
X × Y → X. Clearly, a single-valued correspondenceX → Y is a map (i.e., a continuous function).

If F : X → Y is a correspondence, it is not assumed a priori thatF (x) 6= ∅ for all (or even for
some)x ∈ X . In fact, the problem faced in game-theoretic applicationsis to establish, in the case when
X = R

n, whetherdomF contains a givenn-simplex∆ ⊂ R
n. The importance of such a conclusion is

that it allows interpreting the non-emptiness ofF (p), for a suitably chosen correspondenceF and a point
p ∈ ∆, in terms of the existence of solutions to systems of inequalities encountered in game theory. The
approach of handling this problem in [17] and [18] depended on the use of a certain homological property
of correspondencesF : R

n → Y which implied thatdomF contained a given compact set. The aim of this
subsection is to present a dual version of this property, defined cohomologically, and to isolate propositions
which could be treated as “axioms” that make whether homological or cohomological versions useful in
our applications.

Definition 2 LetF : R
n → Y be a correspondence. We say thatF haspropertyS for a set T ⊂ R

n, and
that a compact setZ witnessesthis, if T is bounded and the projectionp : F → R

n has propertyS for T ,
it being witnessed byZ.
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Remark 3

(a). In view of the earlier definition,F has propertyS for an open bounded setU if and only if

hn
(
p : (F |U, F |δU)→ (U, δU)

)
is a monomorphism. (1)

(b). Above, “propertyS” stays for an abbreviation of thespanning property. This name is justified by
part (a)of the following Proposition collecting some consequencesof this property that follow easily
either from definition and earlier results.

Proposition 1

(a). If F has propertyS for an open setU , thendom(F ) ⊃ U .

(b). If C ⊃ D andF has propertyS for C thenF |D has it forD.

(c). If F , G are correspondences such thatF ⊂ G andF has propertyS for a setC, thenG has it either.

(d). F has propertyS for a compact setC provided for every neighborhoodU of δC in R
n and for every

neighborhoodV of F in R
n × Y there exists a correspondenceF ′ : R

n → Y such thatF ′ ⊂ V and
F ′ has propertyS for a compact setC′ satisfyingδC′ ⊂ U andC \ U ⊂ C′ ⊂ C ∪ U .

In particular, if each of the correspondencesFi : R
n → Y has propertyS for C andF1 ⊃ F2 ⊃ F3 · · ·

then
⋂

n Fn has this property also.

PROOF. Assertion (c) follows from the definition, while (a) and (b)follow from Lemma 4. (Part (b))
reduces to the case whenC andD are open.)

Ad (d). This follows from the continuity of the functorh. �

Parts (c) and (d) imply:

Corollary 1 If a correspondenceF has propertyS for a compact setC ⊂ R
n, then so does any compact

correspondenceG ⊂ R
n × Y containingF |int(C).

WhenY = (0, 1), propertyS for a simplex can easily be characterized:

Proposition 2 Let ∆ be ann-simplex inR
n. A correspondenceF : ∆ → (0, 1) has propertyS for ∆ if

and only if it separates∆× [0, 1] between∆× {0} and∆× {1}.

PROOF. We assume thatRn is naturally embedded in its one point compactificationSn, which we con-
sider to be the unit sphere ofR

n+1, and thata, b ∈ (0, 1) are such thatF ⊂ ∆×[a, b]. The setSn×[a, b] may
be naturally identified with an annulus inRn+1 around0, and the set̃F := F ∪(Sn\ int∆)× [a, b] —with a
subset of this annulus. ThenF separates∆× [0, 1] between∆×{0} and∆×{1} if and only if F̃ separates
R

n+1 between0 and∞. The latter condition holds if and only ifhn(p : F̃ → Sn) is a monomorphism (by
Lemma 3) which in turn by exactness and excision is equivalent to hn((F̃ |∆, F̃ |δ∆) → (∆, δ∆)) being a
monomorphism. SinceF | int∆ = F̃ | int∆, the assertion follows from Corollary 1. �

Essential is the relation of propertyS to acyclicity. We employ the following notion: a correspondence
F : X → Y is said to beacyclic-valued over a setC ⊂ X if each setF (x), x ∈ C, is h-acyclic, i.e.
satisfiesh(F (x)) = h({point}) (and hence is non-empty).

Proposition 3

(a). If a correspondence is acyclic–valued over a compact setC then it has propertyS for C.
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(b). If correspondencesF , G : R
n → Y and compact setsC, D ⊂ R

n are such thatF has property
S for C and G has it for D, thenF ∪ G has it for C ∪ D provided additionallyG is acyclic-
valued overD ∩ δC and the propertyS of F for C is being witnessed by a compact setZ such that
Z|D ∩ δC ⊂ G.1

PROOF. Ad (a). This follows from Vietoris theorem (see [20, Theorem 15, p. 344]).
Ad (b). We apply Lemma 6 withX1 = F ∪ (G|δC1 ∩ δC2), X2 = G, C1 = C, C2 = D \ intC

andf being the restriction of the projection along theY -axis. The witnessesZi are defined as follows:
Z1 = Z ∪ (G|δC1 ∩ δC2) andZ2 = G|δC2. Then, the assumptions of lemma 6 are satisfied and its
assertion implies the desired property ofF ∪G. �

Proposition 4 Let U ⊂ R
n be open and bounded andF , G : R

n → Y be correspondences satisfying
F |δU ⊂ G. Suppose further thatF has propertyS for U and G−1 is acyclic-valued overim(G). If
dimF (U) < n thenG has propertyS for U , it being witnessed byF |δU .

PROOF. We may replaceG by a smaller correspondenceG ∩
(
R

n × F (δU)
)

and thus assume thatG ⊂

R
n × F (δU). By lemma 5 applied toF |U ,

ker
(
∂F ◦ hn−1(F |δU → δU)

)
⊂ ker∂ (∗)

where∂ : hn−1(δU) → hn(U, δU) and∂F : hn−1(F |δU) → hn(F |U, F |δU) are coboundary homomor-
phisms. Suppose we knew that∂F ◦ ι = 0, whereι = hn−1(F |δU →֒ G). Thenker ∂G = im ι ⊂ ker ∂F ,
where∂G : hn−1(F |δU) → hn(G, F |δU) is the coboundary homomorphism. With (∗) this would give
ker(∂G ◦ hn−1(F |δU → δU)) ⊂ ker ∂, which by Lemma 5 is equivalent to the assertion.

Thus it remains to show that∂F ◦ ι is trivial, and to this end we consider the following commutative
diagram

hn(F |U, F |δU)
∂F←−−−− hn−1(F |δU)

x β

x

hn(F (U), F (δU)) ←−−−− hn−1(F (δU)) ,

where horizontal homomorphisms are coboundary homomorphisms and the vertical ones are induced by
projections along theRn-axis. Note thathn(F (U), F (δU)) = 0 sincedim(F (U)) < n. It follows that
∂F ◦ β = 0.

Now,β is the composition ofι with the homomorphismhn−1(F (δU))→ hn−1(G) induced by projec-
tion along theRn-axis. The latter is an isomorphism by Vietoris theorem, andhence from∂F ◦ β = 0 it
follows that∂F ◦ ι = 0, as desired. �

2.4 Property S: a homological version

The approach of the previous subsection may easily be dualized. That is, withh now denoting the reduced
Čechhomologyfunctor with coefficients in a compact abelian group, let us dualize the definition of property
S (see below), while keeping intact the definitions ofh–acyclicity of a compact set and of an acyclic–valued
correspondence. (To be strict the latter should be calledh–acyclic–valued, but the choice ofh is assumed
to be clear or irrelevant.)

Definition 3 With h as above, a correspondenceF : R
n → Y is said to have propertyS for an open set

U ⊂ R
n if U is bounded and

hn

(
p : (F |U, F |δU)→ (U, δU)

)
is an epimorphism.

1In part c) of [18, Lemma 2], which corresponds to a weaker version of this statement, there is a misprint: instead of “property S

of F for U1” there should be “propertyS of F for U1”
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Moreover if for a given compact setZ ⊂ F |δU

imhn

(
p : (F, Z)→ (Rn, δU)

)
⊃ imhn

(
(U, δU) →֒ (Rn, δU)

)

then we say thatZ witnesses the propertyS for U . (Above,p is the projection along theY -axis.) We also
sayF has propertyS for a bounded setT ⊂ R

n, witnessed by a compact setZ ⊂ F |δT , if this is true with
T replaced byintT .

Proposition 5 The previous propositions remain valid with the above definition of propertyS, as does
also Corollary1.

To see this, one may reverse all arrows and interchange words“surjective” and “injective” in the proofs
of these propositions given in subsection 2.3. These proofsdepend only on lemmas 1 to 6, the homological
versions of which remain valid (with definition of homological essentiality being obtained from that of
subsection 2.2 by a similar dualization). The proofs of lemmas 1 to 4, however, need to be given anew, for
the duality theorem we used is not self dual. Another method of proving the Propositions is given in [18].

Remark 4 The approach in[18] was somewhat different. To recall it let us denote then–sphereRn∪{∞}
bySn and for an open bounded setU let [U, δU ] be the image of an orientation classω ∈ h(Sn) under the
composition

h(Sn)→ h(Sn, Sn \ U)→ h(U, δU),

where the first homomorphism is induced by inclusion and the second one by excision ofint(Sn \ U). The
property of a correspondenceF : R

n → Y isolated in[18] demanded that[U, δU ] be in the image of the
projection–induced maphn

(
(F |U, F |δU) → (U, δU)

)
. This, however, turns out to be equivalent to the

homological propertyS defined above. We skip the proof, which involves the fact that[U, δU ] generates
hn(U, δU) whenU is connected.

To summarize, both cohomological and homological versionsof propertyS can be defined. We’ll see
however that there is no real need to distinguish between them, however, as far as current applications go:
these rely only on Propositions 1–4 (and on their consequences) which hold true for both versions.

2.5 Applications to saturated correspondences

In the sequel whenT andL are given sets, withL finite, thenT L denotes the product
∏

l∈L Tl, where
Tl = T for eachl. If L is a subset of a setK then forx ∈ R

K we denote byxL the natural projection of
x to R

L; in particular,xl is thel–th coordinate ofx. We equip the spaceRL with the dot scalar product
x · y =

∑
l x

lyl. By ∆ or by∆(L) we denote the simplex

∆(L) = { p = (pl)l∈L ∈ [0, 1]L :
∑

l

pl = 1 }

and we consider∆(L) as a subset of∆(K) by identifying eachx ∈ ∆(L) with the (unique) point
x̃ ∈ ∆(K) such that̃xL = x.

For applications to game theory, “saturated” correspondences into cubes turn out to be special:

Definition 4 If F : ∆(L) → Y is a correspondence andY ⊂ R
L, then byF+ we denote the correspon-

dence∆(L)→ Y defined by

F+(p) := { y ∈ Y : ∃x ∈ F (p) such thatxl ≤ yl for all l ∈ L andxl = yl if pl > 0 }.

We callF+ theY -saturationof F and say thatF is saturatedif F = F+. Below,Y = IL is a cube, with
I a non-trivial compact segment inR.
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Theorem 1 LetL be a family of non-void subsets of a finite setK such that
⋃
L = K. Suppose further

there are given a pointp ∈ ∆(K) and, for everyL ∈ L, a saturated correspondenceFL : ∆(L)→ IL with
propertyS for ∆(L) and a closed convex subsetUL of IK containing the point(b, b, . . . , b). Then there
exist a pointy ∈

⋂
L∈L UL ⊂ IK and finitely many setsL1, . . ., Ls ∈ L and pointspi ∈ ∆(Li) ⊂ ∆(K),

i = 1, . . ., s, such that the following conditions hold:

p ∈ conv{p1, . . . , ps} andyLi ∈ FLi
(pi) for everyi = 1, . . . , s.

To warrant propertyS of the correspondencesFL we depend on the following

Theorem 2 Let F : ∆ → IL be a convex-valued correspondence anda : ∆ → I be a lower semi-
continuous function such that

a(q) ≤ sup{ y · q : y ∈ F (p) } for all p, q ∈ ∆. (2)

With F+ denoting theIL–saturation ofF , the correspondencẽF : ∆→ R
L defined by the formula below

has propertyS for ∆:

F̃ (p) := { y ∈ c(F+)(p) : y · q ≥ a(q) for all q ∈ ∆}. (3)

Above, convex-valuedmeans that each setF (p), p ∈ ∆, is non-empty and convex, whilec(F+)
denotes thelevelwise convexificationof the correspondenceG = F+ —by which we mean the set⋃

y∈IL conv(G−1(y)) × {y} ⊂ ∆ × IL. Let us note thatc(F+)(p) consists of all pointsy ∈ IL such
that for somep1, . . ., ps ∈ ∆ one hasp ∈ conv{pi}si=1 andy ∈ F+(pi) for i = 1, . . ., s.

These two results are the consequences of Propositions from1 to 4 needed in game theory. Their proofs,
given in [18] (see Corollary 2 and Theorem 1 there), depend onthe truth of Propositions from 1 to 4 but
not on the definition of propertyS. The proof of Theorem 1 leads also to the following characterization of
certain saturated correspondences having propertyS:

Theorem 3 Let F : ∆(K) → IK be a saturated correspondence such that for eachy ∈ im(F ) the set
F−1(y) is acyclic. Then,F has propertyS for ∆(K) if and only if, withJ = [a, b] denoting a segment
such thatI ⊂ (a, b), the image of theJK-saturation ofF separates the cubeJK between the vertices
v+ = (b, . . . , b) andv− = (a, . . . , a).

2.6 Relation to antipodal–type theorems

From Proposition 4 applied to a single-valued function it follows that whenx0 is a point of a compact set
C ⊂ R

n andf : C → Y is a mapping into a space of dimensionn−1, then in the boundary ofC there exists
a setC0 mapped byf into a singleton and containingx0 in its convex hull. By Caratheodory’s theorem one
can always replaceC0 by its subset consisting of≤ n+1 points. In general, this number cannot be lowered;
an example is given in [9] and [17, p. 6]. However, in the special case whereY is an(n − 1)-manifold, a
generalization of Borsuk-Ulam theorem given by Olȩdzki [13] implies thatC0 may be taken to consist of
2 points. (Special cases of this were established in [16] and[10]. The well-known Borsuk-Ulam theorem
deals with the case whenC is a ball.)

It would be interesting to know less restrictive assumptions under whichn + 1 above could be replaced
by a smaller number. This is related also to estimating thek-Urysohn diameterof a compact setC, defined
as the infimum ofsup{ diam(f−1(y) : y ∈ f(C) } wheref runs over all mappings ofC to k-dimensional
spaces. It follows easily from the above and the examples in [9, 17], that the(n − 1)-diameter of a ball in
R

n equals to the “usual” diameter of a regular simplex inscribed into this ball’s boundary (apparently this
has already been known). Whenk ∈ (n/2, n− 2] thek-Urysohn diameter of ann–ball remains unknown.
For more information see [15, 21] and the references quoted there.
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3 Repeated Games of Incomplete Information on One Side

3.1 Introduction

One-shot games of incomplete information on one side were first introduced by J. Harsanyi [8] and the
infinitely repeated ones of this type by R. Aumann and M. Maschler [2], both in the middle 1960’s; further
basic results relevant to this section were obtained in [5](1968) and [19](1983). The specific case of in-
finitely repeated two-person, non-zero-sum games of incomplete information on one side, described below,
was introduced by R. Aumann, M. Maschler, and R. Stearns [5],which was a technical report to the U.S.
Disarment Agency. The papers [2, 3, 5] got reprinted in [4], published in 1995.

There is a finite setK of states of nature and two players. Nature chooses a statek ∈ K according to a
commonly known probability distribution onK. The first player, but not the second player, is informed of
nature’s choice. The finite sets of moves for the players are the same for all states. The chosen state remains
constant throughout the play. Although the chosen statek, along with the moves of the players, determines
the stage payoffs, during the play the second player learns nothing about his payoff, as this could give him
information about the state of nature.

Let m be the number of the first player’s actions andn the number of the second player’s actions. For
every statek ∈ K there are twom× n matricesAk andBk. Thei, j entry ofAk is the payoff that the first
player receives if the state of nature isk, the first player chooses the actioni and the second player chooses
the actionsj. Likewise thei, j entry ofBk is the payoff that the second player receives if the state of nature
is k, the first player chooses the actioni and the second player chooses the actionsj.

An equilibrium of the game is a pair of strategies such that for every statek there are limitsak andbk

as the numbern of stages go to infinity for the averages summed over the stages up to the stagen of the
expected payoffs of Players One and Two, respectively, and neither player can obtain a higher limit superior
asn goes to infinity for his average payoff summed over the stagesup ton (and determined by the initial
probability distribution onK) by choosing a different strategy. One should not define the payoffs as the
expected limit superior taken first on each state independently, because then erratic behavior by the second
player could result in meaningless payoffs.

We divide the problem of equilibrium existence for these games into four levels of difficulty.
The first level of difficulty concerns the conventional game (of standard information): after each stage

of play both players are informed of each others’ moves and this is the only information the players receive
additional to what they knew when the play began. Equilibrium existence for this level was proven in [17],
c.f. [19].

For the second level of difficulty both players do not know exactly what the other player has done, but
at least the perception of the second player is independent of the state. Equilibrium existence for the second
level was proven by J. Renault [14].

For the third level of difficulty the perception of the secondplayer could be dependent on the state,
however the first player has at least some channel with which she can communicate messages that reveal
nothing about the state. With the first and second levels of difficulty the second player gains information
on the state only from inferences obtained from the behaviorof the first player. But with the third level of
difficulty the second player’s opportunity to learn about the state is more complex. Equilibrium existence
for the third level was established in [18].

For the fourth level of difficulty there are no assumptions whatsoever concerning the perception of the
second player. The question of equilibrium existence for the fourth level remains open.

The primary difficulty in establishing equilibrium existence for all levels concerns the ability of the first
player to deceive. By an opportunity for deception we mean that Player One can act initially as if the state is
something different from what it is, with initial unfavorable payoffs for her, in order to convince the second
player to behave in the future in a way that is very favorable to her. A typical real-life example of such
behavior would be that of “pool sharking”. If we allow the game to be repeated only finitely many times (or
allow for infinite repetition but introduce a discount factor) equilibrium existence is not problematic because
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the payoffs will be continuous functions on compact strategy spaces. With such equilibria the first player’s
payoff is a sum giving positive weight to all stages. Deception here involves a balancing act; the deceiver
takes an initial loss to be balanced by a future gain. But whenan infinitely repeated game is un-discounted
there is no balancing act since the payoffs are always determined by the tail behavior, similar to a “last”
game with stakes that far exceed those of the preceding gamescombined.

3.2 An Example

As an introduction to these games, let us consider an examplethat was instrumental in the discovery of the
proof of equilibrium existence (for the first level of difficulty).

Example 1 There are three states of nature, labelled1, 2, and3. Due to a high degree of symmetry in the
definition of the game, the set{1, 2, 3} is used to define the states and the moves of both players. Player
One has three moves,1, 2, and3, and Player Two also has three moves1, 2, and3. All statements are
respective to modulo 3. Nature chooses the state of nature with a1/3 probability for all three states.

Player Two’s payoff is very simple: no matter what Player Onedoes Player Two receives a payoff of1
if the state of nature matches his move, meaning that if the state of nature isi and his move is alsoi then
Player Two gets a payoff of1, and otherwise Player Two receives a payoff of0.

The payoff for Player One is more complex. We describe it for any state of naturei.

Given that Player Two chooses the movei
if Player One chooses the movei then she gets−4
if Player One chooses the movei + 1 then she gets0
if Player One chooses the movei− 1 then she gets0.

Given that Player Two chooses the movei + 1
if Player One chooses the movei then she gets−4
if Player One chooses the movei + 1 then she gets1
if Player One chooses the movei− 1 then she gets2.

Given that Player Two chooses the movei− 1
if Player One chooses the movei then she gets−4,
if Player One chooses the movei + 1 then she gets2,
if Player One chooses the movei− 1 then she gets1.

On the first level of analysis, Player Two wants his move to match the state, Player One wants to avoid
matching her move with the state.

How shall we understand the dilemma facing Player One? Sinceone of her moves is poisonous to her,
theith move if the state of nature isi, we expect that long term behavior of avoiding the movei will suggest
to Player Two that the state isi. The only way to reveal no information to Player Two concerning the state
of nature would be to perform all moves with almost equal probability. If Playeri chose each move with
1/3 probability then no matter what Player Two does Player One would receive an expected payoff of no
more than−1/3.

On the other hand, let us assume that Player One always tells Player Two (through her choice of moves)
what is the true state of nature. The natural way to do this, ifthe state of nature isi, would be for Player One
to spend the rest of the time playing the movesi + 1 andi − 1, and Player Two will playi. The expected
payoff for Player One would be0, no matter what. Therefore it makes no sense for Player One toact as if
all states were equally likely. Have we now found an equilibrium?

The answer is no, because Player One has something much better to do than this. Now we describe an
equilibrium. If the state of nature isi, then with one-half probability Player One will play only the move
i + 1 in the future and with one-half probability Player One will play only the movei − 1 in the future.
What will result from such a strategy? Let us assume that Player One chose the movei. By Bayesian
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analysis of conditional probability there is a1/2 probability thati − 1 is the state of nature and there is a
1/2 probability thati + 1 is the state of nature. Now matter how Player Two responds theaverage payoff
will be 1 for Player One. However Player Two could give her a payoff of0 for one of the two states and a
payoff of2 for the other. Assuming that Player One chooses the movei, a reasonable response from Player
Two would be to play the movesi − 1 andi + 1 with equal probability. The result would be a payoff of
exactly1 for Player One at both states and1/2 for Player Two. Since Player One would do much worse if
she played the movei when the state wasi, we have described an equilibrium. But notice that the behavior
of Player Two is critical for the equilibrium property. If Player Two did not playi + 1 andi− 1 with equal
probability then indeed Player One could have had a motivation to always choose one of the moves over the
other.

3.3 First Level of Difficulty

We keep notation of subsection 2.5. For everyp ∈ ∆(K) we define the matrixA(p) =
∑

k∈K pkAk, and
the same forB(p). For any functionf on a convex set letcav(f) (respectivelyvex(f)) be the smallest
concave function (largest convex function) larger or equalto (smaller or equal to) the functionf . When
multiplying a matrix on the right side by a vector, we assume that the vector is in vertical form. We define
the functiona∗ : ∆(K)→ R by

a∗(q) := max
σ∈∆(I)

min
τ∈∆(J)

σA(q)τ = min
τ∈∆(J)

max
σ∈∆(I)

σA(q)τ

andb∗ : ∆(K)→ R by

b∗(p) := min
σ∈∆(I)

max
τ∈∆(J)

σB(p)τ = max
τ∈∆(J)

min
σ∈∆(I)

σB(p)τ.

Assuming that the game is zero-sum, meaning thatBk = −Ak for all k ∈ K, Aumann and Maschler
determined in [4] that the value of the un-discounted infinitely repeated game is the function value of
cav(a∗) applied to the initial probability. The most important partof this proof, based on [6], was to show
that for any vectorx ∈ R

K such thatx · q ≥ a∗(q) for all q ∈ ∆(K) the second player has a strategy such
that with probability one for every statek ∈ K and every strategy of the first player the limit superior of
the first player’s average payoff is no more thanxk. Such a vectorx ∈ R

K we define to beindividually
rational for Player One. For any finite setL and functionf : ∆(L)→ R a vectorx ∈ R

K dominatesf if
x · q ≥ f(q) for all q ∈ ∆(L).

For everyγ ∈ ∆(I × J) defineγA ∈ R
K by (γA)k :=

∑
(i,j)∈I×J γ(i,j)Ak(i, j) and defineγB

likewise.
A joint plan is a cooperative agreement between the players to perform a prescribed sequence of moves

determined by a signal given by the informed player. Becausethe game is non-cooperative by definition,
any cooperative agreement must be enforced by a threat of punishment. For an initial probabilityp0 on the
states of nature a joint plan is generated by

1. a finite subset of (posterior) probabilitiesV ⊆ ∆(K) such that the convex hull ofV contains the
initial probabilityp0,

2. for everyv ∈ V aγv ∈ ∆(I × J),

3. for some finiten a finite setS ⊂ In of signals in bijective relation to the setV and a choice by lottery,
dependent on the state of nature and performed by Player One,of a member ofS in the firstn moves
such that the signals ∈ S implies by Bayes rule a conditional probability on the setK equal to the
member ofV corresponding bijectively tos,

4. if the signals chosen corresponds tov ∈ V , an agreement between the players to play through the
rest of the game a deterministic sequence of pairs of moves((i1, j1), (i2, j2), . . . ) such that in the
limit the distributionγv is obtained, and

173



R. S. Simon, S. Spież and H. Toruńczyk

5. punishment strategies of the two players to be implemented in the event that a player does not adhere
to the agreed upon sequence of moves. When the first player punishes the second player, the second
player expects to receive no more thanvex(b∗)(v), wherev ∈ V is the corresponding posteri or
probability. When the second player punishes the first player, it is according to a individually rational
vectory ∈ R

K , as described above.

A joint plan isnon-revealing if and only if V = {p0}, wherep0 is the initial probability on the states
of nature.

The joint plan describes an equilibrium of the un-discounted non-zero-sum game if ([4]) there is an
individually rationaly ∈ R

K such that for everyv ∈ V the following holds:

1. (γvB) · v ≥ vex(b∗)(v),

2. ∀k ∈ K (γvA)k = yk if vk > 0,

3. ∀k ∈ K (γvA)k ≤ yk if vk = 0.

The second and third are the conditions ofincentive compatibility and the first is the condition of individual
rationality for the second player.

When there are only two states of nature S. Sorin (f) proved that an equilibrium for the un-discounted
game exists. Sorin did this for a special kind of joint plan equilibrium known as anindependent and two-
safe joint plan equilibrium. Independent means that everyγv ∈ ∆(I × J) in the joint plan is generated
independently by the product of a memberσv of ∆(I) with a memberτv of ∆(J). Two-safe means that
for every posterior probabilityv ∈ V the second player’s strategyτv guarantees to him his min-max payoff
b∗(v) against any action of the first player in the zero-sum game represented by the matrixB(v).

In [17] the present authors extended Sorin’s result to arbitrarily many states of nature. This had been
accomplished through the use of (some of) the topological concepts and results discussed here in Section 2.

3.4 Second level of difficulty

In the second level of difficulty one doesn’t assume perfect monitoring by either player concerning what
the other player has done, however one does assume that the perception of the second player is independent
of the state of nature. The proof of equilibrium existence for this level is due to J. Renault ([14]). It, too,
depended on the use of (modified) topological results from [17], and on the game-theoretic side involved
essential new concepts described below.

The most important contribution of Renault to the second, third, and fourth levels of difficulty is his
solution to the problem of statistical control. Like the first level of difficulty, the players find a cooperative
agreement consisting of joint plans in which the first playersignals to the second player which joint plan
will be used. A joint plan equilibrium in this context is defined similarly to the first level of difficulty,
except that the ability to perceive deviation must be workedinto the definition. Because the players have
only limited ability to communicate and perceive, there aresignificant problems to any such cooperative
agreement. How does the uninformed player know which joint plan should be used? How does he know if
the informed player is performing according to the plan?

Renault’s solution involves an alternating sequences of playing and communicating phases. In the
limit, the length of the communicating phases are insignificant compared to the playing phases, but the
lengths of both phases goes toward infinity in the limit. In the communicating phases the informed player
must convey to the uninformed player which joint plan will beperformed. During the playing phases the
uninformed player engages in random but increasingly rare “spot checks” to make sure that the informed
player is performing according to the plan. In the playing phases they perform the actions corresponding
to the joint plans (except for the occasional “spot check”).Required is punishment that lasts long enough
to be effective, yet always terminates to allow for the possibility that it was an honest player who was
punished. The probability that an honest player will be punished infinitely many times must be zero, while
with probability one any attempt to gain a positiveǫ from deviation must be punished infinitely often.
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To make matters worse, there is always a residual possibility that the uninformed player will punish the
informed player incorrectly simply because he misinterpreted the message in the communicating phase.
While punishment is performed the second player must continue to listen to the first player during the
communication phases. Incorporating all of these goals simultaneously was a significant achievement by
Renault, which set up the possibility of solving the third and fourth level of difficulty.

3.5 The third and fourth levels of difficulty

The third level of difficulty involves no assumptions on the perception of the players other than the ability
of the informed player to send two distinct messages to the uninformed player that are non-revealing with
respect to the state of nature.

Now we present the signaling model of the third and fourth levels of difficulty. There are two sets of
finite signalsR andS, received by the first and second players, respectively. There is a stochastic signaling
function,Λ: K × I × J → ∆(R×S). After each stage in whichi ∈ I andj ∈ J were played, andk is the
state of nature, a member ofR and a member ofS is determined byΛ(k, i, j) and communicated to Player
One and Player Two, respectively. The only knowledge the players have of the moves of their opponents
is through their observations of the setsR andS, and the only knowledge Player Two has of the state of
nature is from the initial probabilityp0 and the received sequence of signals inS. We will assume that both
players can deduce their past behavior from the signals theyreceive.

For everyj ∈ J let Λj : (K × I) → ∆(S) be defined so thatΛj(k, i) is the marginal probability on
the signalsS determined by the movesi ∈ I, j ∈ J , and the statek ∈ K. It represents the probability
with which Player Two receives a signals ∈ S if Player Two choosesj, Player One choosesi, and the state
of nature isk. A σ ∈ ∆(I)K represents a choice, dependent on the state of nature, of a mixed strategy by

Player One. For everyσ ∈ ∆(I)K with σ = (σk | k ∈ K) let Λ
j
: ∆(I)K → ∆(S)K be the|K|-tuple of

probabilities onS determined byΛ
j
(σ)k :=

∑
i∈I σk

i Λj(k, i). For everyL ⊂ K define

NR(L) := { σ ∈ ∆(I)K | ∀j ∀k, k′ ∈ L Λ
j
(σ)k = Λ

j
(σ)k′

}.

NR(L) are those state dependent choices that yield the same distribution on the signalsS no matter what
Player Two does and no matter which state inL was chosen. For everyp ∈ ∆(K) definesupp(p) := { k ∈
K | pk > 0 } ⊂ K.

For everyσ ∈ ∆(I)K andτ ∈ ∆(J) defineσAτ ∈ R
K (respectivelyσBτ ∈ R

K) as (σAτ)k :=
σkAkτ , so that for everyp ∈ ∆(K) we havep · σAτ =

∑
k∈K pk(σkAkτ). σAτ is the payoff vector for

Player One, a payoff for each state, resulting from her choice ofσ combined with Player Two’s choice ofτ .
Define the functiona∗ (not necessarily continuous) by

a∗(p) = max
σ∈NR(supp(p))

min
τ∈∆(J)

p · σAτ = min
τ∈∆(J)

max
σ∈NR(supp(p))

p · σAτ

where we seta∗(p) = −∞ if NR(supp(p)) = ∅.
In the zero-sum context, these games were studied also by Aumann and Maschler [4]. Aumann and

Maschler showed that the value of the game (in generality of the fourth level of difficulty) to the informed
player is alsocav(a∗)(p0), wherep0 is the initial probability on the states of nature. (See also[11] and [12].)

For a subsetL ⊆ K we will perceive∆(L) both as an independent simplex and as a sub-simplex of
∆(K). For everyL ⊂ K with NR(L) 6= ∅, define the functiona∗

L on∆(L) by

a∗
L(p) = max

σ∈NR(L)
min

τ∈∆(J)
p · σAτ = min

τ∈∆(J)
max

σ∈NR(L)
p · σAτ.

We have thata∗
L is continuous anda∗ = maxL⊆K a∗

L.
The difficulty in proving equilibrium existence for a state dependentΛ is the following. For every

L ⊂ K with NR(L) 6= ∅, q ∈ ∆(L) andτ ∈ ∆(J), we know that there exists aσ ∈ NR(L) such that
q · σAτ ≥ a∗

L(q). But individual rationality for the first player requires that the equilibrium payoffy ∈ R
K

175



R. S. Simon, S. Spież and H. Toruńczyk

obeyy · q ≥ a∗(q) for all q ∈ ∆(K). This problem was not encountered by Renault ([14]) becausestate
independence of theΛj implied thata∗ = a∗

K .
We define a family of special subsets ofK we call the family ofnon-extendiblesets. A subsetL of

K is extendible to a larger subsetN if every member ofNR(L) can be extended to a member ofNR(N)
yielding for every movej ∈ J the same distribution in∆(S). A subsetL ⊂ K is non-extendible if
NR(L) 6= ∅ and there exits no strictly larger subsetN with L extendible toN .

The usefulness of the family of non-extendible sets is two-fold. First, if nature chooses the statek and
k is in a non-extendible setL then there will be a way for the first player to demonstrate to the second
player with certainty in the limit that the state of nature isindeed inL without revealing any information
concerning which member ofL it might be. Second, though the functiona∗ is defined to be the maximum
of thea∗

L for all subsetsL ⊂ K, we obtaina∗ also by restricting the maximum to only thoseL that are non-
extendible. An important property of the family of non-extendible sets is that it is closed under intersection.
For anyp ∈ ∆(K) defineF (p) to be the minimal non-extendible set containingsupp(p), with F (p) = K
if there is no such set.

For every non-extendible setL we work with a concept of joint plan equilibrium relative toL. Due to
the signaling structure, our definition of such joint plan equilibria cannot be simple. First, because Player
Two has limited ability to observe her behavior, Player One has much opportunity to cheat on any joint
plan. We must require of the players’ behavior that if PlayerOne is asked to perform someσ ∈ ∆(I)K

then Player One is already choosing a strategy that maximizes her payoff inside ofL with respect to all
the other strategies in∆(I)K that produce for every movej of Player Two the same distribution on the
signalsS. (We assume that at random stages Player Two will perform allmoves with equal probability, just
to make sure that Player One is performing according to the plan.) On the other hand, Player One is also
receiving signals inR and does not know exactly what Player Two is doing. The easiest way to introduce
this aspect of the game into the solution is require of PlayerTwo’s strategies that they maximize his payoff
in response to what Player One is doing. This property, used by Renault, is calledtwo-best-reply and
is a parallel to the two-safe property of [19]. Such combinations of strategies, calledproto-joint-plans ,
describe only the behavior on subsets of the playing stages.The proto-joint-plans must be combined into
a way for the players to behave on all the playing stages if some probabilityp ∈ ∆(L) is given. We call
these combinationsnon-revealing joint plans. Then for every initial probabilityp0 ∈ ∆(L) a lottery will
be performed by Player One that determines one of possibly many posterior probabilities, for every such
posteriorp is associated a non-revealing joint plan that determines how the players should act in the future
in the stages that will matter for their average payoffs. Finally these non-revealing joint plans for various
p in a setV ⊆ ∆(L) such that the initialp0 is a convex combination of theV will define a joint plan for
p0. Incentive compatibility and individual rationality are required from the joint plan to make it a joint plan
equilibrium, just as with the first level of difficulty.

The main problem lies with a comparison of the joint plan equilibria coming from different non-
extendibleL. Domination of the functiona∗

L is the natural individual rationality condition for eachL,
and for which we can prove existence of joint plan equilibriausing the old methods. But we need our
payoff vectors to dominate the functiona∗. How can we put together joint plan equilibria from the different
non-extendibleL to create a joint plan equilibrium for the original game? Theputting together of the solu-
tions from the different members ofL is accomplished by Theorem 1. But notice that Theorem 1 assumes
that the inverse images of the appropriate correspondence are convex. This convexity assumption is implied
by the ability of the first player to send distinct signals that reveal nothing about the state, the property that
differentiates the third level from the fourth level of difficulty.

4 Principal-Agent Contracts

Our topological results can be applied to economic situations broader than that of repeated games of incom-
plete information, in particular to principal-agent situations. A typical principal-agent situation is that of
the relationship between the owner of a firm (the principal) and its manager (the agent). The owner employs
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the manager, both are interested in the success of the firm, but their interests do not coincide and the agent
has information on the firm that the owner does not have.

A mathematical abstraction of principal-agent situationsfollows. There are two persons involved, a
principal and an agent. There is a finite setK of possibilities called states (of nature), a convex and compact
setX of joint actions, and a set of signals. Nature chooses a statein K according to an initial probability
distributionp0 in the interior of the simplex∆(K) (meaning positive probability given to each state). Soon
after nature chooses somek ∈ K the agent will learn of nature’s choice inK but the principal is not
informed beyond the initial probability distributionp0. After knowing the state of nature the agent sends a
signal to the principal. A contract is an assignment of a joint action to each signal sent by the agent along
with a state dependent stochastic rule for how that signal should be chosen. The payoffs to both players
are determined by the choice of joint action and by the state of nature. The principal can obtain additional
information concerning the state of nature (beyond the initial distributionp0) only through the signal sent
from the agent. The agent and principal are not bounded by their contract to play the joint action untilafter
the principal has received the signal from the agent. Given some reasonable assumptions on the structure
of the payoffs we will show that there exists a contract in equilibrium.

We make the assumption that there is a familyL of subsets of the statesK such that
⋃
L = K and,

moreover, if the chosen state does lie in a memberL of the familyL then the agent has the ability toprove
to the principal that the chosen state of nature does lie in this subset without necessarily revealing any
additional information about the state of nature. This assumption only strengthens our result, as one could
always assume thatL is the singleton{K}. Any signal sent by the agent will have attached to it a subset
L ∈ L such that this signal can be sent from any state in this subsetbut from no state outside of this subset.

Caratheodory’s Theorem states that if a vectorr in n dimensional Euclidean space is in the convex hull
of a finite set then it is also in the convex hull of a subset of cardinality no more thann + 1. Due to this
theorem, we assume without loss of generality that for everyL ∈ L there is a finite subsetSL of signals
with |SL| = |L|. Let S be the disjoint union

⋃
L∈L SL.

Every choice of a joint actionx ∈ X corresponds to a set of payoffs for the agent. The same may be
true for the principal, but such a quantity will not be essential to defining equilibrium behavior. For the
agent we associate with everyx ∈ X a vector payoffrx ∈ R

K such that the agent will receive the quantity
rk
x if action x is taken andk is the state of nature. We assume also that the vectorsrx respect the convex

structure of the setX , namely that ifx = λx1 + (1 − λ)x2 thenrx = λrx1
+ (1− λ)rx2

.
A contract is an associated joint actionxs ∈ X for eachs ∈ SL and a collectionw = (wk ∈ ∆(S) | k ∈

K) of state dependent distributions on the signals such that ifwk(s) > 0 ands ∈ SL thenk ∈ L. The
vectory ∈ R

K defined byyk =
∑

s∈S wk(s) rk
xs

is called theexpectation vectorof the contract.
Given a contract define a signals to beused if wk(s) > 0 for somek ∈ K. For every contract and

signals ∈ SL that is used there is a probability distributionps on ∆(L) defined byps(k) := wk(s)
P

l∈L
wl(s)

.

This is the conditional probability distribution onL defined by Bayes Rule.

Acceptability conditions For any setL ∈ L there is a correspondenceFL : ∆(L) → X . The inter-
pretation is that if the agent sends the signals ∈ SL andps is the conditional probability onL induced by
the contract thenFL(p) are the joint actions that are acceptable to the principal.

For anyL ∈ L andq ∈ ∆(L) we assume that there is a valuefL(q) such that if the agent were informed
by nature only of theL andq then the agent could demand the value offL(q) for herself without the need
of any contract with the principal.

Because of the asymmetry of the information received by the principal and the agent, the mathematical
conditions defining what is acceptable to the agent must be very different from those defining what is
acceptable to the principal, (which is why we didn’t need to quantify what is acceptable to the principal).
After a signal has been sent by the agent there is only one distribution on the states of nature that matters to
the principal, namely that calculated by Bayes rule. On the other hand, because the agent knows precisely
the state of nature all probability distributions in∆(K) are relevant (not only theK extremal points of
∆(K) giving all weight to a single state). Given any initial probability distribution p0 in the interior of
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∆(K) the agent can choose to receive its knowledge of the state in two steps, first through membership in
any setV such thatp0 is in the convex hull ofV with p0 =

∑
v∈V λvv for all λv positive and

∑
v∈V λv = 1

and then followed by the agent’s learning of the precise member of K. For anyq ∈ ∆(K) there will be
such a setV that includesq. Therefore any contract that is acceptable to the agent musthave an expectation
vectory that satisfiesy · qL ≥ fL(q) for all pairsL ∈ L andq ∈ ∆(L).

Equilibrium: There are three ways that a contract can fail to be in equilibrium. First, after the signal is
sent by the agent the joint action suggested may be unacceptable to the principal. Second, the expectation
vector of the contract may be unacceptable to the agent. Third, at some chosen statek the agent may
prefer the payoff associated with one signal over that associated with some other signal sent with positive
probability.

Definition 5 Given an initial probability distributionp0 in the interior of∆(K) a contract is anequili-
brium if and only if

(1) xs ∈ FL(ps) for all useds ∈ SL

(2) the expectation vectory ∈ R
K satisfiesyL · q ≥ fL(q) for everyL ∈ L andq ∈ ∆(L),

(3a) rk
xs

= yk for all useds ∈ S andk ∈ K with pk
s > 0, and

(3b) rk
xs
≤ yk for all useds ∈ S andk ∈ K.

Theorem 4 If every correspondenceFL is u.s.c., non-empty and convex valued, every functionfL is
lower-semicontinuous, and for everyL ∈ L andp, q ∈ ∆(L) there is anx ∈ FL(p) such thatrx ·q ≥ fL(q),
then for every initial probabilityp0 in the interior of∆(K) there is a contract in equilibrium.

PROOF. For everyL ∈ L the correspondencecF̃L (as defined in Theorem 2) represents the contracts in
equilibrium with respect to the setL, (meaning that only members ofSL and the correspondenceFL are
used,yL · q ≥ fL(q) is required for allq ∈ ∆(L), and the equalities and inequalities of (3a) and (3b) apply
only to the statesk ∈ L). By Theorem 2 for everyL ∈ L the correspondencecF̃L has the spanning property
for the set∆(L). With UL defined to be{ y | yL · q ≥ fL(q) ∀ q ∈ ∆(L) } andb ∈ R a quantity larger than
any payoff defined in the game, Theorem 1 implies the existence of an equilibrium (withcF̃L replacing the
FL of the theorem).

In connection with sections 2.6 and 3.5 we would like to mention that a further advance along the lines
discussed in Section 3.5 may depend on proving and being ableto use an appropriate parametric version
of Borsuk-Ulam theorem. A work in progress in this directionis undertaken by Thomas Schick and the
present authors. A part of it is contained in the preprint ”A parametrized version of Borsuk-Ulam theorem”
(available on arXiv). �
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