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Dynamical systems and shapes

J. J. Sánchez-Gabites

Abstract. This survey is an introduction to some of the methods, techniques and concepts from al-
gebraic topology and related areas (homotopy theory, shapetheory) which can be fruitfully applied to
study problems concerning continuous dynamical systems. To this end two instances which exemplify
the interaction between topology and dynamics are considered, namely, Conley’s index theory and the
study of some properties of certain attractors.

Sistemas din ámicos y formas

Resumen. Este artı́culo panorámico constituye una introducción aalgunos de los métodos, técnicas y
conceptos que, desde la topologı́a algebraica y otras áreas afines (teorı́a de homotopı́a, teorı́a de la forma),
permiten abordar problemas que se plantean en el marco de lossistemas dinámicos continuos. Para ello
se presentan dos situaciones que ejemplifican esta interacción entre topologı́a y dinámica, como son la
construcción del ı́ndice de Conley y el estudio de algunas propiedades de ciertos atractores.

Generally speaking, the task of applied sciences is to observe natural phenomena and try to elaborate a
theory which explains them. Such a theory is frequently formalized (at least in quantitative sciences) in a
mathematical language and can be used to produce simple models of the phenomena, usually in the form
of a dynamical system1. Then a mathematical analysis of the latter can be performedand may provide
explanations for the basic features of the observed behaviour.

The study of dynamical systems involves many areas of mathematics, most notably analysis and topo-
logy. More specifically, algebraic topology entered the picture through the pioneering work of Poincaré,
later continued by Morse, Smale and Conley, which showed that there exists a strong interaction between a
dynamical system and the shape (in an informal, intuitive sense) of thephase spaceit lives in.

Their methods can be considered landmarks in the study of dynamical systems through theirphase por-
traits, which are objects of a geometrical nature. This approach gave rise to a whole new branch where tools
like homotopy theory, homology and cohomology theories, and later on shape theory, played a prominent
role in the investigation of dynamical systems.

The aim of this survey is to present a (necessarily partial and strongly biased) illustration of two specific
instances which exemplify how the tools mentioned above arebrought into the picture of dynamical sys-
tems. We constructConley’s indexin its shape theoretical version, present the subsequentMorse equations
(this is Section 2) and explore some results aboutattractors(Section 3). The exposition is very unbalanced
in the sense that a great space is taken up by Section 2, but this is just a natural consequence of the fact that

Presentado por José Marı́a Montesinos.
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it condenses nearly one hundred years of beautiful and deeply influential mathematics and provides enough
background for an interested reader to explore more advanced topics. Unfortunately we will not be able
even to mention the all important robustness feature of Conley’s index.

Only a general background in topology and in particular in algebraic topology is needed (for the latter,
the books [33], [70] and [71] contain more than enough information), although a mild acquaintance with
the theory of (at least linear) differential equations is recommended (as presented in [31], for example). We
have chosen to recall the relevant notions or results as theyappear along the text. This has the advantage of
presenting them in a motivated way, but on the other hand theycan interrupt the discourse, so we introduce
these digressions by a short title in boldface and end them bya horizontal line to allow the reader to
recognize when he is back to the main story.

1 Introduction

Before proceding further we will recall some elementary concepts and fix notations. The basic reference
here, which we shall follow closely, is the book by Bhatia andSzegö [8]. Besides its mathematical content,
a quick glance at its introductory pages will give the readera fairly accurate picture of the most prominent
figures involved in the development of the theory of dynamical systems until the 70’s, and this can provide
a head start in the arduous task of untangling the many approaches which exist nowadays to this subject.
Another two very complete resources, with a stronger bias towards phase portraits, are [52] and [53].

1.1 Basic definitions

Suppose we want to study the evolution in time of some physical system(S) whose state can be completely
described at any instantt ∈ R by means of a vectorS(t) ∈ D ⊆ Rn. HereS(t) can be thought of as a
“photograph” of(S) at timet, andD is the set of admissible states for(S). Assuming that the system is
well behaved (it is deterministic both in the future and in the past), knowledge ofS(t0) at any particular
instantt = t0 completely determinesS(t) for everyt ∈ R. Hence given anyp ∈ D we can run(S) usingp
as its initial state (that is, lettingS(0) = p) to obtain a curve

γp : R −→ D
t 7−→ S(t)

representing the evolution of(S) in time. Collecting all these together yields a new mapping

ϕ : D × R −→ D
(p, t) 7−→ γp(t)

which satisfiesϕ(p, 0) = γp(0) = p for everyp ∈ D. Furthermore, we shall assume that the system is
autonomous, this meaning that the laws which govern it do notdepend on time. We shall not explore this
in detail, but it has the consequence that the evolutions

p ϕ(p, t+ s)

p ϕ(p, t) ϕ
(
ϕ(p, t), s

)

t+ s

t s

must yield the same final result, that isϕ(p, t+ s) = ϕ
(
ϕ(p, t), s

)
.

Definition 1 A continuous dynamical system(or flow) in a topological spaceM (called thephase space)
is a continuous mappingϕ : M × R →M such that
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1. ϕ(p, 0) = p ∀ p ∈M ,

2. ϕ
(
ϕ(p, t), s

)
= ϕ(p, t+ s) ∀ p ∈M , s, t ∈ R.

Although Definition 1 is probably well known (simply put,ϕ is a continuous action of the additive
group(R,+) on the topological spaceM ), we have given some motivation for it to draw attention on the
fact that one could as well consider other situations which exhibit interest on their own. Let us present two
of them here:

• If (S) is deterministic only in the future, knowledge of stateS(t0) does not always determine thepast
history of (S) (prototypical examples being heating or diffusion phenomena) and the curvesγp are
defined only fort ≥ 0. Therefore, it is natural to modify Definition 1 by requiringthat the domain of
ϕ be onlyM × [0,+∞), rather thanM × R, and keeping axioms 1 and 2 from Definition 1 fors,
t ≥ 0. The notion thus obtained is called acontinuous semidynamical system.

• (S) could evolve in a discrete fashion (for example, it could change its state on a daily basis, instead
of continuously with time), and then it would be reasonable to replaceR by Z in Definition 1. These
are known asdiscrete dynamical systems.

This survey concentrates on continuous dynamical systems because they are best suited to be studied
with geometric techniques, since many of the constructionsand results described below rely on the simple
idea of using the flow to construct homotopies between adequate mappings. However, many of the forth-
coming concepts do have their discrete or semidynamical counterparts which have also proved to be useful.

Let us fix some conventions. We shall always reserve the letter ϕ for flows, and abbreviate, as customary,
ϕ(p, t) by p · t. The phase spaceM will be assumed to be locally compact and metrizable (in factwe will
usually confine ourselves, for simplicity, to the case whereM is a topological manifold). We would like to
remark here that the local compactness assumption preventsthis techniques from working straightforward
in infinite dimensional phase spaces, which may arise in settings related to partial differential equations or
quantum mechanics. Nevertheless, in many cases this issue can be succesfully fixed (see [55]).

Definition 2 Thetrajectoryof a pointp is the setp · R. Theintegral curvethroughp is the parametrized
curveγp : R →M given byγp(t) := ϕ(p, t) (thusγp(0) = p).

Definition 3 A setK ⊆ M is calledinvariantif K · R ⊆ K, that is, if the trajectory of everyp ∈ K is
completely contained inK.

Since trajectories are connected sets (being the image ofR under a continuous mapping), every com-
ponent of an invariant set is again invariant. Morever the interior, closure and boundary of an invariant
set is again invariant. So are their unions and intersections. Finally, if K is invariant, the restriction
ϕ|K×R : K × R → K is well defined and trivially satisfies the conditions to be a flow in K, which we
call therestriction flowϕ|K .

Example 1 The trajectoryp · R of a pointp is an invariant set, since(p · R) · R = p · (R + R) = p · R.
We shall single out two classical types of points whose behaviour has a strong dynamical significance:

1. A pointp ∈ M is a fixed point(or an equilibrium, or a critical point) if p · t = p for all t ∈ R, that
is, if {p} is invariant. In this case the trajectory ofp is just the singleton{p}.

2. A pointp ∈ M is periodicof (minimal) periodT > 0 if p · T = p butp · t 6= p for every0 < t < T .
In this casep · t = p · s ⇔ t ≡ s mod T and the trajectory ofp is homeomorphic toS1, the unit
circumference.

Letϕ : M ×R →M andψ : N ×R → N be dynamical systems in possibly different phase spacesM
andN . As usual in mathematics, it will be convenient to have some notion of equivalence betweenϕ and
ψ which allows us to deem them as the same dynamical system.
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Definition 4 A homeomorphismh : M → N is a conjugationbetweenϕ andψ if ψ
(
h(p), t

)
= (h ◦

ϕ)(p, t) for everyp ∈ M andt ∈ R. When such a homeomorphism exists, we shall shay thatϕ andψ are
conjugate.

Clearly conjugate systems are indistinguishable from the topological point of view. However this rela-
tion is still too strict for our geometrical approach, and weshall have occasion later on to slacken it a little.

Many questions concerning flows involve their long term behaviour or, intuitively speaking, the values
ϕ(p,+∞) = p · (+∞) of the flow at infinity. We shall devote a few lines to recall howthis notion is
formalized under the name oflimit sets.

Fix a pointp ∈ M in the phase space. We want to extend the continuous mappingγp : R → M to the
domainR ∪ {+∞}, that is ascribe a value toγp(+∞) = p · (+∞). If this is to be done in a continuous
fashion, taking any sequencetn → +∞ we must haveγp(tn) = p · tn → γp(+∞) = p · (+∞), which in
principle determinesp · (+∞). However different choices of the sequencetn might give rise to different
limits for p · tn, or even to sequences having no limit whatsoever, so we are led to think ofp · (+∞), rather
than a single point, as the following set:

Definition 5 Theω-limit set2 of a pointp ∈M is

ω(p) := { q ∈M : ∃ tn → +∞ such thatp · tn → q }.

Theω-limits are invariant sets, since

ω(p) · t =
(
p · (+∞)

)
· t = p · (+∞ + t) = p · (+∞) = ω(p)

(this “proof” should be taken as a shorthand for a longer one). It is not difficult to see either thatω(p)
admits the alternative definition

ω(p) =
⋂

t≥0

p · [t,+∞),

which has the advantage of showing readily thatω(p) is closed. Also, it is prone to generalization, and for
any subsetP ⊆M we define itsω-limit as

ω(P ) :=
⋂

t≥0

P · [t,+∞).

All the definitions above can be dualized to obtain the notionof theα-limit set of a pointp, which we
denote byα(p). It has properties completely analogous to those ofω(p).

1.2 Phase portraits

Let us recall that aphase portraitof a dynamical systemϕ : M × R → M is an informal drawing (so to
speak) of the phase spaceM together with some oriented trajectories of the system which are of interest or
thought to be representative of the behaviour of the flow. Besides their heuristic relevance, phase portraits
provide the link which allows geometry to enter the scene of dynamical systems.

Proposition 1 Letϕ be a continuous flow inM . Then every two trajectories ofϕ either coincide or are
disjoint. In particular, the collection of all trajectories ofϕ is a partition ofM .

PROOF. Assume that two trajectoriesp · R andq · R meet. Then there exist timess, t ∈ R such that
p · s = q · t, sop · (s− t) = q · (t− t) = q · 0 = q. Henceq ∈ p ·R and consequentlyq ·R ⊆ p ·R because
the latter is invariant (see Example 1). The same argument, interchanging the roles ofp andq, proves the
other inclusion. �

2Let us warn the reader that we exceptionally depart from the notation in [8], where theω-limits are denoted byΛ+.
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For us, the phase portrait ofϕ will be the particular partition ofM induced by the trajectories ofϕ,
together with their orientation. It captures all the essential behaviour of the flow except for the specific
parametrization of its integral curves and, roughly speaking, the geometric theory of dynamical systems
proceeds by studying these phase portraits, rather than theoriginal flows which give rise to them. This shift
of our focus is best exemplified by the following notion of equivalence of dynamical systems, coarser than
that of conjugation.

Definition 6 Let ϕ : M × R → M andψ : N × R → N be two dynamical systems (probably defined
in different phase spaces). A homeomorphismh : M → N is called anequivalencebetweenϕ andψ if it
takes oriented trajectories of the former onto oriented trajectories of the latter.

Hence two flows are equivalent when there is a homeomorphismh : M → N taking the phase portrait
of one onto that of the other, and therefore they are indistinguishable for the geometric theory of dynamical
systems. Sometimes we shall also need a local version of Definition 6 and say thatϕ andψ are locally
equivalentin setsU ⊆ M andV ⊆ N if there exists a homeomorphismh : U → V taking oriented
trajectory segments inU to oriented trajectory segments inV (the trajectory segmentof a pointp ∈ U is
just the setp · J , whereJ is the connected component of{ t ∈ R : p · t ∈ U } which contains0).

DYNAMICAL SYSTEMS COMING FROM DIFFERENTIAL EQUATIONS . Many natural phenomena can be
modelized by means of a differential equation which can be put (maybe after some manipulations) in the
form

(E) : ṗ(t) = f
(
p(t)

)
,

wheref is a tangent vector field on some manifoldM . Under the assumption thatf be locally lipschitzian
(for example, if it is of classC1), prescription of an initial conditionp(0) = q uniquely determines a
maximal solutionp(t) for (E). However, the domain ofp(t) does not need to be the whole real lineR,
but only an open intervalJq which may depend on the initial conditionq. One can still collect all the
solutions to obtain alocal flow ϕ : W → M , whereW =

⋃
q∈M{q} × Jq is an open subset ofM × R

containingM × {0} andϕ satisfies axioms 1 and 2 in Definition 1 wherever it makes sense(proofs of this
facts are standard, see for example [13] or [31]). Despite appearances, we can also deal with local flows in
our setting, since as far as phase portraits are concerned, these behave exactly like global flows (those of
Definition 1). More precisely, one has the following result:

Proposition 2 Letϕ be a local flow onM . Then there exists a (global) floŵϕ inM such that the oriented
trajectories ofϕ andϕ̂ coincide. Consequently their phase portraits are the same.

We shall not give its proof, but it follows rather easily froma version of Theorem 1 below for local
flows and Whitney’s paper [73], where sufficient conditions are given for a family of curves in a spaceM
to be the integral curves of a global flow. It can also be instructive to see how the book by Bhatia and
Szegö deals with this issue in the particular case of local flows coming from differential equations, see [8,
Chapter I, 2.2.]. In any case, whenever a flow defined by a differential equation is considered in the sequel,
no precaution about its domain of definition will be necessary.

Concerning the aspect of phase portraits, there are a pair ofresults which the reader should be aware of.
The first one (whose proof can be found, for example, in [8], orin [52]) shows that, away from fixed points,
phase portraits are locally trivial.

Theorem 1 (Rectification theorem) If p is not an equilibrium forϕ, it possesses an open neighbour-
hood (called a flowbox) where the flow is parallel, that is, it resembles Figure1.

The second one concerns the topology of trajectories.

Theorem 2 The trajectories ofϕ can be classified according to Table1.

The proof is not difficult except for the last case, considered in a paper by Aarts [1].

131



J. J. Sánchez-Gabites

b p
Figure 1. A parallel flow.

Table 1. Dynamics versus topology of trajectories

Dynamics ofp Type of p · R Topology ofp · R

Critical {p} A singleton
Periodic S1 Compact but not a singleton

Neither critical nor periodic R Locally compact but not compact
Locally∼= Q × R Not locally compact

Example 2 Suppose a continuous flow is given in the unit circumferenceS1 which has no fixed points.
Then every pointp ∈ S1 is periodic, and its orbit is the whole phase spaceS1.
PROOF. Observe first thatp · R is a connected subset ofS1, so it is an arc (either proper or the whole
circumference). In any case it is locally compact, so by Table 1 it follows (since there do not exist fixed
points) thatp is either periodic orp · R is homeomorphic toR. If the latter were the case, thenp · R would
be an open oriented arc(θ1, θ2) andω(p) = {θ2} would be an invariant singleton, thus a fixed point. This
contradicts the assumption that there are no fixed points, sop must be periodic andp · R = S1. �

To close this section we present an example which is probablywell known by the reader, but looked
upon with geometrical techniques. Despite its simplicty wehope it will transmit some of the flavour of our
subject.

Example 3 Consider a system comprised of a spring with one of its ends fixed and the other attached to a
massm. The spring offers a forceg(x) against being displaced from its rest position by an amountx. That
is, if the natural length of the spring isL and it is pulled apart so that it attains lengthL+ x, it will show a
forceg(x) pulling back to its rest position, and similarly if shortened to lengthL− x (see Figure2).m

bx = 0L
Figure 2. The set up for Example 3.

We claim that ifg is continuous in some interval(α, β) ⊆ R containingx = 0, then the spring exhibits
periodic behaviour when its rest position is slightly perturbed.
PROOF. We adopt the reference system of Figure2. Applying Newton’s second law to the above situation
(and neglecting friction), the positionx(t) of the particlem is subject to the differential equationmẍ(t) =
−g

(
x(t)

)
which, under the standard transformation to a first order system, yields

(S) :

{
ẋ = y
mẏ = −g(x)
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Since the effect of friction has been neglected, system(S) is conservative: the total energy

V (x, y) := G(x) +
m

2
y2

is a conserved quantity, whereG(x) :=
∫ x

0
g(u) du. Indeed, ifp(t) =

(
x(t), y(t)

)
is a solution of(S),

(V ◦ p)′ = ∇pV · p =
(
G′(x),my

) (
y

−1
m
g(x)

)
= 0

becauseG′ = g. Hence the level setsV −1(c) are invariant for everyc ∈ R. Moreover, the implicit
function theorem guarantees thatV −1(c) is a closed1-manifold (without boundary) for everyc > 0, since
∇V (x, y) =

(
g(x),my

)
does not vanish except at(x, y) = (0, 0), which corresponds toV = 0.

Observe thatg(x) opposes the external force, so we haveg(x) > 0 for x > 0, g(0) = 0 (rest position)
andg(x) < 0 whenx < 0. ThereforeG, being a primitive ofg, is strictly decreasing for negativex, attains
its minimum atx = 0 and then increases strictly again for positivex. Thus for small enoughc > 0 the set
{ x ∈ (α, β) : G(x) ≤ c } is a closed interval[x1, x2]. Furthermore,G ≥ 0 so if (x, y) ∈ V −1(c), then

c = V (x, y) = G(x) +
m

2
y2 ≥

m

2
y2 ⇒ y ∈

[
−

√
2c

m
,

√
2c

m

]

and consequently

V −1(c) ⊆ [x1, x2] ×

[
−

√
2c

m
,

√
2c

m

]
,

which shows thatV −1(c) is bounded and therefore compact. Thus if we denote byK any of its connected
components,K is a circumferenceS1 (being a connected, compact1-manifold). Furthermore,K is invari-
ant (because it is a component of an invariant set) and does not contain any critical points, since only the
origin is a critical point andV (0, 0) = 0 < c = V (K). Thus by Example2 it is a periodic orbit. �

2 Local and global analysis of dynamics

One approach to dynamical systems, inaugurated by Poincar´e in his series of papers [58] and continued
by Morse [49], [50], Smale [67], [68] and Conley [14], [16], could be roughly described as follows. First
of all, a finite family of invariant setsK1, . . ., Km ⊆ M is located such that the flow inM −

⋃m

j=1Kj

is especially simple. Then some kind of local analysis is performed around those sets (the term “local”
meaning that it involves only the flow in arbitrarily small neighbourhoods of the invariant sets), whose
outcome is an index (whatever that may be) which is assigned to each ofK1, . . ., Km. Finally, this local
information is put together in some way to fit in a large picture involving some global topology of the phase
space, for example its Betti numbers.

I. POINCARÉ. Poincaré (around 1880) dealt with continuous flows in compact surfacesM with finitely
many fixed points{p1, . . . , pm}, which play the role of the invariant setsK1, . . ., Km (in this case no
specific assumption is made about the flow inM − {p1, . . . , pm}, which accounts for the generality of the
resulting theory). He assigned an integerι(pj) to each of them, itsPoincaré-Hopf index, and went on to
prove the celebrated

Theorem 3 (Poincar é-Hopf for surfaces) Let ϕ be a continuous flow in a closed surfaceM with
finitely many fixed pointsp1, . . ., pm. Then

m∑

j=1

ι(pj) = χ(M).
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Theorem 3 relates the local information provided by the indices with a global feature of the phase space,
namely its Euler characteristic. This theory was later extended to flows in higher dimensions by Hopf [35],
although reading Poincaré’s original paper is still enjoyable due to its strong geometric flavour. Modern
expositions of the topic can be found nearly in any book aboutdifferential topology, for example in [34]
or [46].

II. MORSE. Although having a completely different departure point, the work of Morse proved to be of
crucial importance for the developments to come later on in the theory of dynamical systems. He realized
that, if f : M → R is a differentiable function (with some mild restrictions)defined on a compact rieman-
nian manifoldM , then the critical pointsp1, . . ., pm of f (that is, those where the gradient∇f vanishes)
bore some relation to the topology ofM . More concretely, he assigned an integral index to each critical
pointpj (comprised between0 anddim(M), the dimension ofM ) which could be computed from the hes-
sian off at pj (thus being a local object) and went on to prove some inequalities, now known asMorse’s
inequalities. These relate the amount of critical points having a certainindexk and the Betti numbers ofM .

To make this fit our context, one can consider the differential equation(E) : ṗ(t) = −∇p(t)f (the minus
sign is included here for historical reasons), which induces a global flowϕf in M (due to its compactness)
whose fixed points are precisely the critical pointsp1, . . ., pm of f . With an adequate choice of their
labeling one can prove (see Example 4 and Proposition 3) that, if p 6= p1, . . ., pm,

(P ) : α(p) = ps andω(p) = pr for some equilibriaps andpr such thatm ≥ s > r ≥ 1.

The fixed points play the role of the invariant setsK1, . . ., Km and the “niceness” assumption on the
flow onM −

⋃m

j=1Kj is precisely the above mentioned property(P ) that the trajectories of non critical
points connect two equilibria. The local information provided by the indices of the critical points is put
together via Morse’s inequalities.

III. SMALE . Nearly thirty years later, Smale considered differentiable flows in compact manifoldsM
with finitely many fixed points{p1, . . . , pm} and periodic orbits{γ1, . . . , γn} (these are the invariant sets
Kj; the flow in their complement is assumed to satisfy a straightforward generalization of property(P )
above and some extra transversality condition which we shall not detail). An integral numerical index was
assigned to each of them and inequalities relating the number of fixed points and periodic orbits with the
Betti numbers ofM , much in the fashion of Morse’s, were obtained. Thus Smale, apart from generalizing
Morse’s work, took the important step of placing it in the context of dynamical systems.

IV. CONLEY. It was finally Conley who dealt with the case of nearly completely general invariant sets
K1, . . .,Km (he required them to beisolated) in a compact spaceM . His indexh(Kj) (theConley index) is
a homotopy type of a pointed space, rather than a numerical index, and a theorem is obtained which relates
those indices with the Betti numbers ofM whenever{K1, . . . ,Km} is aMorse decompositionof M .

The reader might be wondering to what extent the approach presented above is general enough.3 One
of the many merits of Conley’s work is that he showed that the path Poincaré had started to pave back in
the 1880’s effectively led somewhere (his ideas about this can be found in the monography [14], although
they were already contained in a previous unpublished paper). We shall discuss this now, and to this end it
is most convenient to introduce the following notion:

Definition 7 Let K = {Kj}j∈J be a family of disjoint compact invariant subsets ofM . A Lyapunov
functionfor K is a continuous functionG : M → R such that:

3At least the dichotomy between local and global analysis arises naturally since, for instance, it was already present inExample 3,
if not very prominently. Indeed, the usage ofV to locateK involved the globality of the flow (though the topology of thephase space
did not play an essential role here, apart from being2-dimensional), whereas the conclusion thatK is a periodic orbit was drawn
locally, from the knowledge that it did not contain fixed points.
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1. G is strictly decreasing on the trajectories of pointsp 6∈
⋃

j∈J Kj ,

2. G assumes a constant valuecj on eachKj ∈ K, and all of them are different.

The real numberscj are called thecritical valuesofG.

It is not easy to motivate Definition 7 without descending into technical details, and we shall not try to
do so. But, if only to give a slight clue of where it comes from,let us present a prototypical example:

Example 4 Let f : M → R be a differentiable function defined on compact manifold endowed with a
riemannian metric〈·, ·〉 (recall that this is Morse’s setting). Integration of the equation ṗ(t) = −∇p(t)f
yields a flowϕf onM whose fixed points are precisely the critical points off . If p is not one of them,

d

dt
(f ◦ γp)|t=0 = 〈∇pf, γ̇(p)〉 = −〈∇pf,∇pf〉 < 0

so thatf is strictly decreasing along the trajectory ofp. Thus lettingK be the family of critical points off ,
the functionf is a Lyapunov function forK.

A careful examination of the work of Morse, when considered from the point of view of dynamical
systems, shows that the fact thatf is a Lyapunov function was the key which enabled him to put together
the local information provided by the indices and relate it with the Betti numbers of the ambient manifold.
This may provide an (admittedly, not very satisfactory) explanation of why it is interesting to single out the
notion of a Lyapunov function. Further justification comes from the Proposition 3.

Proposition 3 Suppose thatK = {Kj}j∈J admits a Lyapunov function andK :=
⋃

j∈J Kj is compact.
Then:

1. for everyp ∈M there existKs andKr in K such thatα(p) ⊆ Ks andω(p) ⊆ Kr,

2. if p 6∈ K, thenα(p) andω(p) are nonempty andG|α(p) > G(p) > G|ω(p).

In the second case,p · R is called aconnecting orbitfromKs toKr.

PROOF. In the first place we shall prove thatω(p) ⊆ K for everyp ∈M . If not, there existsp ∈M such
thatω(p) 6⊆ K; let q ∈ ω(p) − K. There exists a sequencetn → +∞ such thatp · tn → q and, maybe
after passing to a subsequence, we can assume thattn+1 − tn > 1 for everyn ∈ N. SinceK is closed and
q 6∈ K, it follows thatp · tn 6∈ K for big enoughn so

G(p · tn) < G
(
p · (tn + 1)

)
< G(p · tn+1)

and passing to the limit and using the continuity ofG we get thatG(q) ≤ G(q · 1) ≤ G(q). Hence
G(q) = G(q · 1), but this contradicts the fact thatG decreases on trajectories of points inM − K and
proves thatω(p) ⊆ K.

Let us observe now thatω(p) is connected. It is compact, because it is a closed subset ofK. Moreover,
sinceω(p) =

⋂
t≥0 p · [t,+∞) ⊆ K andM is locally compact, there must exist somet0 > 0 such that

p · [t,+∞) is compact for everyt ≥ t0. Thereforeω(p) is the intersection of the decreasing sequence of
compact setsp · [t,+∞) (for t ≥ t0), each of which is connected (being the closure of the connected set
p · [t,+∞)), soω(p) is connected too (the same argument also proves, in passing,thatw(p) 6= ∅). Recalling
thatω(p) ⊆ K =

⋃
j∈J Kj and everyKj is closed,ω(p) must be wholly contained in someKr.

Now we prove the inequalityG(p) > G|ω(p) for p 6∈ K. Pick anyq ∈ ω(p) and lettn → +∞ be such
thatp · tn → q. We may as well suppose thattn ≥ 1 for everyn, and then we haveG(p) > G(p · 1) >
G(p · tn), which on the limit givesG(p) > G(p · 1) ≥ G(q). SinceG is constant onω(p) because the latter
is contained in some member of the familyK, it follows thatG(p) > G|ω(p).

Finally, parallel arguments establish the dual afirmationsfor α(p). �
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Thus the dynamics in theKj ’s may be unknown, but every pointp 6∈
⋃

j∈J Kj yields a connecting
trajectoryp · R between two of them. This in an exact analogue of property(P ) mentioned above, when
discussing the work of Morse, but where more general invariant sets are allowed instead of only fixed points.
The situation we have arrived at is close (save for the fact that we would like to have only finitely many
Kj ’s) to the one we presented intuitively at the beginning of this section. To round off these considerations
let us cite the following theorem due to Conley (see [14, Chapter II, 6.4]).

Theorem 4 Let the phase spaceM be compact. Then there exists a unique familyK = {Kj}j∈J of
disjoint compact invariant sets which admits a Lyapunov functionG and is maximal with respect to this
property. The setK :=

⋃
j∈J Kj, called thechain recurrent set, is compact and theKj ’s are its compo-

nents.

Theorem 4 pushes things to the limit. It proves the existenceof a familyK which admits a Lyapunov
function but cannot be further refined, that is, it separatescompletely the gradient-like part of the flow (that
on whichG decreases) from the possibly complicated invariant structure. This can be considered as the
ultimate justification to this approach to dynamical systems.

As a final outline let us recall the three steps we have to address and present the tools involved:

1. Locate invariant structure. This will be done via Ważewski’s method.

2. Analyze the flow near an invariant setK. The outcome is Conley’s indexh(K), or rather a shape-
theoretical versions(K) of it.

3. Piece together the local information to obtain global constraints. This is accomplished through the
Morse equations.

2.1 Ważewski’s method

In his paper [72], Tadeusz Ważewski presented what was, by then, a new method to detect invariant structure
in a prescribed compact subsetN ⊆M . Denote byinv(N) the maximal invariant subset ofN , that is

inv(N) := { p ∈ N : p · R ⊆ N }.

ClearlyN contains a nonempty invariant subset if, and only if,inv(N) 6= ∅.
Intuitively speaking, Ważewski’s method proceeds by comparing how much of the “matter” inN exits

it when time goes by. Let us begin with a very simple example, the extreme case when nothing exitsN .

Example 5 Suppose that every pointp ∈ N remains inN in forward time, that isN · [0,+∞) ⊆ N (such
a set is calledpositively invariant). Then we assert thatinv(N) 6= ∅.

To see this, pick anyp ∈ N and observe thatp · [t,+∞) is a closed subset ofN , so it is compact. Con-
sequentlyω(p) =

⋂
t≥0 p · [t,+∞) is an intersection of decreasing (with increasingt) nonempty compact

sets, so it is nonempty. But sinceω(p) is invariant,∅ 6= ω(p) ⊆ inv(N). ThusN contains some invariant
structure.

Using similar arguments it is not difficult to check thatinv(N) = ω(N). �

Observe that the compactness ofN played an essential role in Example 5. If this condition onN were
omitted, it could very well happen that the flow lines just “dissipated” over infinity, without giving birth to
any invariant structure inN (consider a translation flowϕ(x, t) = x+ t in the real line andN = R).

For later reference, and to aid intuition, let us keep in mindthe next Figure 3. It shows four possible ways
for the trajectory of a pointp ∈ ∂N to meetN (it is not an exhaustive classification, but only representative
enough). The boundary∂N is the thick horizontal line, and the gray part is the interior of N . In cases (a)
and (b) we shall say thatp is a transverse exit(respectivelyentrance) point. In cases (c) and (d) we talk
about anexterior(respectivelyinterior) tangency.
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bp bp bp b

p(a) (b) (
) (d)
Figure 3. Possible phase portraits near a point p ∈ ∂N .

The usage of the words “transverse” or “tangent” here does not imply any differentiability assumptions,
and in fact the cases depicted in Figure 3 can be completely characterized topologically. For example,
p is a transverse exit point if, and only if, there exists someε > 0 such thatp · (−ε, 0) ⊆ int(N) and
p · (0, ε) ⊆ M − N . Similarly, p is an exterior tangency if, and only if, there exists someε > 0 such that
p · (−ε, 0) ⊆M −N andp · (0, ε) ⊆M −N .

Now to be able to state Ważewski’s principle we need to make the following definition:

Definition 8 A pointp ∈ N is an (inmediate)exit point if, for everyε > 0, we havep · [0, ε] 6⊆ N . The
set of all exit points ofN will be denoted byL.

Thus in Figure 3 both in cases (a) and (c) the pointp is an exit point.

Observe that any pointp ∈ N which exitsN (that is,p · [0,+∞) 6⊆ N ) does so throughL. Indeed, let

τ(p) := sup { t ≥ 0 : p · [0, t] ⊆ N },

which is finite becausep · [0,+∞) 6⊆ N . We claim thatp · τ(p) ∈ L. If not, for someε > 0 we would have

(
p · τ(p)

)
· [0, ε] ⊆ N,

or equivalentlyp · [τ(p), τ(p) + ε] ⊆ N . However, sincep · [0, τ(p)] ⊆ N becauseN is closed andϕ is
continuous, it would follow that

p · [0, τ(p) + ε] = p · [0, τ(p)]
⋃
p · [τ(p), τ(p) + ε] ⊆ N,

contradicting the definition ofτ(p). Hencep · τ(p) ∈ L.

Theorem 5 Assumeinv(N) = ∅. If L is closed inN , thenL is a deformation retraction ofN .

PROOF. By the argument of Example 5, everyp ∈ N must exitN , because if somep ∈ N did not,
∅ 6= ω(p) ⊆ inv(N). Thus the mappingτ described above is defined on all ofN . The hypothesis thatL is
closed guarantees thatτ is continuous (we leave this as an exercise) and, sinceN is compact, there exists
some constantT ≥ 0 such that0 ≤ τ(p) ≤ T for everyp ∈ N . Consider the mapping

H : N × [0, T ] −→ N
(p, t) 7−→ p · min {t, τ(p)}

The effect ofH on a pointp ∈ N astmoves from0 to T is to push it along its trajectory until it reaches the
exit setL, and thereafter leave it fixed. ClearlyH is continuous and, sinceτ(p) ≤ T , we haveH(p, T ) =
p · τ(p) ∈ L for everyp ∈ N . ThusH is a deformation retraction ofN ontoL. �

Of course it is the following Corollary the result we are really interested in:

Corollary 1 Let N be a compact set and suppose that the inmediate exit setL is closed inN . If the
inclusionj : L→ N is not a homotopy equivalence, theninv(N) 6= ∅.
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PROOF. If inv(N) = ∅, letH be the deformation retraction provided by Theorem 5. If we let r : N → L
be defined byr(p) := H(p, T ) we obtain a retraction ofN ontoL, andH provides a homotopy between
the identityidN = H(·, 0) andr. Hencer is a homotopy inverse for the inclusionj : L→ N and the latter
is a homotopy equivalence, which contradicts the hypothesis. �

Corollary 1 and Theorem 5 show how a dynamical question (whether there exists invariant structure
in N ) can be answered by means of a homotopy-theoretical criterion and introduce a technique which is
prototypical in the geometric theory of dynamical systems,namely using the flow to construct homotopies.
In fact Corollary 1 can be slightly reinforced by observing that the homotopyH constructed in Theorem 5
leaves every pointp ∈ L fixed becauseτ(p) = 0 for them, so it induces a continuous mapping in the
quotientN/L which provides a strong deformation retraction ofN/L ontoL/L. Thus

Corollary 2 LetN be a compact set and suppose that the inmediate exit setL is closed inN . If the pair
(N/L,L/L) does not have the homotopy type of the trivial pair(∗, ∗), theninv(N) 6= ∅.

COMPUTING THE EXIT SET. Ważewski’s method requires the computation of the exit setL. We will
devote a few lines to show how this can be done in the frequent case whenN is a manifold with boundary
and the flow is defined by a differential equation

(E) : ṗ(t) = f
(
p(t)

)
,

wheref is of classC∞. For simplicity the phase spaceM will be assumed to beRn, but the argument
carries over with minor changes to any other differentiablemanifold.

First observe thatL ⊆ ∂N . Indeed, ifp0 belongs toint(N), the interior ofN (which is an open set), the
fact thatp0 · 0 = p0 ∈ int(N) and the continuity of the flow imply thatp0 · [0, t] ⊆ int(N) for sufficiently
smallt > 0 sop0 does not belong to the exit set. Thus we only need a criterion to decide whether a given
pointp0 ∈ ∂N belongs toL or not.

SinceN is a manifold with boundary, it is defined (at least in some neighbourhood ofp0) by the
inequalityh(p) ≤ C, whereh is a smooth function. It is a well known fact from differential geometry
that∇p0h is normal to∂N at p0 and points in the direction of faster growth ofh, which in our case is
outwards ofN . Hence if∇p0h · f(p0) > 0, the vectorf(p0) points outwards ofN too and consequently
γp0 exitsN throughp0. Reciprocally, when∇p0 · f(p0) < 0 the curveγp0 entersN throughp0. If the
product is zero thenγp0 is tangent toN atp0 and we have to determine what the nature of the tangency is.

Let us present this in a formal way. Denoting byγp0(t) the integral curve throughp0 for (E), we want
to study the behaviour ofh alongγp0(t), whent approaches zero. Begin by expandingγp0 aroundt = 0 up
to second order, obtaining

γp0(t) = γp0(0) + γ̇p0(0) · t+ γ̈p0(0) · t2 + o(t2).

Sinceγp0 satisfies(E) with initial conditionγp0(0) = p0, it follows thatγ̇p0(0) = f
(
γp0(0)

)
= f(p0) and,

differentiating once more in(E), γ̈p0(0) = Dp0f · f(p0). Hence

γp0(t) = p0 + f(p0) · t+Dp0f · f(p0) · t
2 + o(t2).

Now expandh aroundp0 thus

h(p) = C + ∇p0h · (p− p0) +
1

2
(p− p0)

T ·Hp0h · (p− p0) + o
(
‖p− p0‖

2
)
,

whereHp0h denotes the Hessian matrix ofh atp0 and the superscriptT means transposition (we adopt the
convention that vectors are columns). Plugging the expression for γp0(t) in place ofp and collecting terms
we get

(h ◦ γp0)(t) = C + ∇p0h · f(p0) · t+
(
∇p0h ·Dp0f · f(p0) +

1

2
f(p0)

T ·Hp0h · f(p0)
)
· t2 + o(t2).

This gives inmediately the following criterion:
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Proposition 4 Letp0 ∈ ∂N and assume thatN is defined byh(p) ≤ C nearp0.

1. If ℓ1 := ∇p0h · f(p0) 6= 0, thenp0 ∈ L⇔ ℓ1 > 0.

2. If ℓ1 = 0 but ℓ2 := ∇p0h ·Dp0f · f(p0) + 1
2f(x0)

T ·Hp0h · f(p0) 6= 0, thenp0 ∈ L⇔ ℓ2 > 0.

PROOF. Observe thatp0 is an exit point if, and only if,g(t) := (h◦γp0)(t) > C for t > 0 and sufficiently
small. Whenℓ1 6= 0, the first order term dominates in the expansion ofg(t) obtained above, sog(t) ≃
C + ℓ1t andg(t) > C for t > 0 if, and only if, ℓ1 > 0. Whenℓ1 = 0 but the second order termℓ2 does
not vanish,g(t) ≃ C + ℓ2t

2 resembles a parabola sog(t) > C for t > 0 (in fact, for t 6= 0) if, and only if,
ℓ2 > 0. �

Higher order criteria can be obtained similarly, but we shall not need them.

Example 6 Consider the system of differential equations, inR3, given by

(S)






ẋ = (x− y cos x
2 )(x2 + y2) − x

ẏ = (x+ y)(x2 + y2) − y
ż = −z

Since the right hand sidef(x, y, z) is smooth in all ofR3, this gives rise to a well defined global flow.
LetN be the solid torus obtained by rotating around thez-axis a disk of radiusr = 1√

2
centered at

(1, 0, 0) and contained in thexz plane. To see whetherN contains some invariant structure we draw its
exit setL using a computer program4 and the criterion given by Proposition4. If ∂N is represented as a
square with opposite sides identified, thenL is the black set depicted in Figure4, and turns out to be closed.

Figure 4. Exit set (in black) L for the torus N .

SinceL has two path components whereasN has just one, and the number of path components is a
homotopy invariant, it follows thati : L → N cannot be a homotopy equivalence. Hence by Ważewski’s
criterion inv(N) 6= ∅.

To finish this section let us introduce two notions. First of all, it will be convenient to deal exclusively
with setsN which are neighbourhoods ofinv(N). These deserve a special name.

Definition 9 A compact invariant setK is calledisolatedif it has a compact neighbourhoodN such that
K = inv(N). Such a neighbourhoodN is called anisolating neighbourhoodfor K.

4Figure 4 was done with Mathematica 5.2.
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Another definition is in order, concerning the hypothesis inTheorem 5 thatL be closed. Although it
may seem just an auxiliary condition to be able to carry out the proof of the theorem, it is indeed a crucial
requirement since it is easy to find examples whereL is not closed and Ważewski’s criterion fails. Thus we
single out those well behaved setsN .

Definition 10 An isolating neighbourhood is calledproperif its inmediate exit set is closed.

Intuitively speaking, a proper isolating neighbourhoodN is one which does not have interior tangencies
such as that shown in case (d) of Figure 3 (indeed, points to the left ofp would belong to the exit set,
whereasp itself would not, soL could not be closed). We shall comment more on this notion in the
following section.

2.2 Conley’s index of an isolated invariant set

Our approach to Conley’s index will take Ważewski’s methodas departure point. In the last section we saw
how the latter could be used to detecting invariant structure inside a compact regionN of the phase space
having a closed exit setL; under the assumption thatinv(N) = ∅ a homotopyH was produced which
provided a deformation retraction ofN/L ontoL/L. Now we would like to examine this same situation
but removing the hypothesis thatinv(N) be empty.

The main reference for this section is Conley’s monography [14], and the condensed exposition of [59].
However since we have thought it best to develop the shape theoretical version of Conley’s index, because it
is more straightforward and intuitively appealing, the papers [56] and [66] should also be taken into account
as they contain the essentials of our approach.

To begin with, a little detour to introduce shape theory is inorder.

A BRIEF REVIEW OF SHAPE THEORY. We have already seen how homotopy theory enters the scene
of dynamical systems in a quite straightforward way, since flows provide a natural means of constructing
homotopy equivalences. However, and in a spirit similar to that which motivated our discussion of limit
sets, we would like to be able to “pass to the limit”, in some sense.

Example 7 Suppose thatN is a positively invariant compact set. The flow induces retractionsrt : N →
N · t given byrt(p) := p · t, and homotopiesidN ≃H|[0,t]

rt for everyt ≥ 0. In particular the assertion

(HE)t : the inclusionjt : N · t→ N is a homotopy equivalence

is true for everyt ≥ 0. Now the question is whether the same still holds on lettingt→ +∞, that is whether

(HE)∞ : the inclusionj : ω(N) = N · (+∞) → N is a homotopy equivalence

is true. �

Let Cpt denote the category of compact metrizable spaces and continuous mappings between them. If
(Pk)k∈N is a decreasing (that is,Pk+1 ⊆ Pk for everyk ∈ N) sequence of compact spaces, let us call (in
close analogy with the limit of a decreasing sequence of realnumbers, which is their greatest lower bound)
P :=

⋂
k∈N

Pk the limit of (Pk)k∈N.

Definition 11 Let F : Cpt → C be a functor. We say thatF is continuousif, whenever(Pk)k∈N is a
decreasing sequence of compact spaces with the property that

(E)k : the inclusionjk : Pk → P1 transforms into an equivalence underF

for everyk ∈ N, then the same holds for the limit inclusion:

(E) : the inclusionj : P → P1 transforms into an equivalence underF.
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Example 8 The continuity theorem fořCech cohomology theory (see[70] or [71]) shows that the latter is
a continuous functořH : Cpt → Ab with values in the category of graded abelian groups.�

If we denote byHCpt the category of compact spaces and homotopy classes of continuous mappings
between them, and letH : Cpt → HCpt be the functor taking each space to itself and each continuous
mapping to its homotopy class, it turns out thatH is not continuous. This issue can be overcome replacing
homotopy theory byshape theory(introduced by K. Borsuk in his paper [11]), which can be thought of as
some kind of continuous (ořCech type) homotopy theory.

The objects of theshape category of compact spacesSCpt are the same as those inHCpt andCpt,
just compact metrizable spaces. The morphisms are, however, a bit more complicated. Every continuous
mappingf : X → Y induces a shape morphismSh(f) : X → Y which depends only on the homotopy
class off , but in general there may exist shape morphismsu : X → Y that do not come from any continuous
mapping. ThusSCpt contains representatives of all the morphisms inHCpt plus some extra ones which
account for its flexibility when it comes to comparing its objects.

Example 9 To provide the interested reader with some intuitive idea ofwhere the extra morphisms in the
shape category come from, let us describe the notion of anapproximative mapbetween two metric compacta
X andY . Begin by assuming thatY is embedded in some normed spaceQ (this can always be done by
invoking a theorem of Kuratowski and Wojdyslawski, see the appendices to[41]). An approximative map
fromX to Y , denotedf = { fn : X → Y }, is a sequence of continuous mappings

fn : X → Q

with the property that for every neighbourhoodV of Y in Q there exists somen0 such that

fn ≃ fm in V for n,m ≥ n0.

This definition (due to Borsuk) is quite appealing from the intuitive point of view, for it shows a strong
resemblance with some kind of “limit” in the sense of homotopy. The reader can try his hand, in turn, at
providing a suitable definition of “homotopy” between approximative mapsf , g : X → Y .

The reason for introducing approximative mappings is that they provide a convenient way to describe
shape morphisms. Namely, the shape morphisms betweenX andY are in correspondence with the homo-
topy classes of approximative maps betweenX andY (one can check that the only arbitrary element in this
construction, the embedding ofY in Q, is immaterial.) �

We shall say that two spacesX andY have the same shape, and represent it bySh(X) = Sh(Y ), if
there exist two shape morphismsu : X → Y andv : Y → X which are inverses to each other, that is
v ◦ u = Sh(idX) andu ◦ v = Sh(idY ). Bothu andv are calledshape equivalences.

The following theorem collects some properties of shape theory relevant to us.

Theorem 6 Let Sh : Cpt → SCpt denote the functor which takes every compact space to itselfand
every continuous mapping to the shape morphism it induces.

1. If u : X → Y is a shape morphism between two spacesX andY having the homotopy type of finite
simplicial complexes (in particular ifX andY are compact manifolds), there exists a continuous
mappingf : X → Y such thatSh(f) = u.

2. The shape functorSh is continuous.

3. TheČech cohomology functor factors throughSh. In particular, two spaces with the same shape
have isomorphičCech cohomology groups.
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The first assertion in Theorem 6 means that homotopy and shapetheory are equivalent when the under-
lying spaces have the homotopy type of finite simplicial complexes. Thus shape theory, while yielding a
coarser classification of spaces than homotopy theory, is still as good as it in distinguishing well behaved
spaces but also enjoys the important continuity property.

The second and third parts of Theorem 6 provide a proof of Example 8.

Example 10 For the setting described in Example7, the inclusionj : ω(N) → N is a shape equivalence.
In particular j induces isomorphismsj∗ : Ȟ∗(N) → Ȟ∗(ω(N)

)
in Čech cohomology.

PROOF. Consider the sequence of spaces(N ·k)k∈N. EveryN ·k is compact because it is homeomorphic
toN . The positive invariance ofN implies thatN ·k =

(
N · [0,+∞)

)
·k = N · [k,+∞) and consequently

k ≥ l ⇒ N · k = N · [k,+∞) ⊆ N · [l,+∞) = N · l,

which shows that(N · k)k∈N is a decreasing sequence. Furthermore, its limit is
⋂

k∈N

N · k =
⋂

k∈N

N · [k,+∞) = ω(N).

We already stated in Example7 that every inclusionjk : N · k → N is a homotopy equivalence,
hence a shape equivalence too. The continuity property of the shape functor implies then that the inclusion
j : ω(N) → N is also a shape equivalence.

Alternatively, one can find a shape inverse for the inclusionj : ω(N) → N . In the present case this
turns out to be an easy task, for it is not difficult to check that the approximative mapr = { rn : n ∈ N }
(recall from Example7 thatrn denotes the flow induced retraction at timen) provides such an inverse.

It is a well known fact that the classical tools of algebraic topology, and in particular those allowing
the passage from algebraic to homotopy theoretic information (Whitehead’s theorem to the effect that a
weak homotopy equivalence is a homotopy equivalence may be considered a cornerstone in this sense)
work best on the class of polyhedra (simplicial complexes) or, more generally, on the class of spaces having
the homotopy type of polyhedra. Analogously, in shape theory the class of spaces having the shape of
polyhedra (and specifically, of finite polyhedra) plays a distinguished role. It may be convenient to mention
here that finite polyhedra have finitely generatedČech cohomology groups, and only finitely many of them
are nontrivial, so they also have a well defined Euler characteristic. This will be of relevance later (see, for
example, Theorem 12, Theorem 15 or Corollary 5).

Further information about shape theory, from many different points of view, can be found in [12],
[21] and [41]. We have chosen an approach which is somewhat intermediate between Borsuk’s original
definition, more geometrical in nature, and that of ANR systems, introduced by S. Mardešic̀ and J. Segal
([39]). Their equivalence is shown in [40].

Let us come back to our original question, that of exploring to what extent the technique developed for
Ważewski’s method is informative in caseinv(N) 6= ∅. Observe that, if we agree to letτ(p) = +∞ for
pointsp ∈ N such thatp·[0,+∞) ⊆ N , the expression defining the homotopyH of the proof of Theorem 5
still makes sense. However, sinceinv(N) might not be empty,τ does not need to have an upper boundT
and it is reasonable to consider

H : N × [0,+∞) −→ N
(p, t) 7−→ p · min {t, τ(p)}

It is not difficult to check thatH is still continuous, becauseτ is indeed continuous with the new,
extended definition. As in the proof of Theorem 5, for everyt ≥ 0 the mappingH |[0,t] provides a homotopy
betweenidN andrt(p) := H(p, t). Consequently, denoting byim(rt) the image ofrt (which is a compact
subset ofN , decreasing with increasingt), the inclusions

jt : im(rt) → N
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are homotopy equivalences with homotopy inversert. Now the continuity property of the shape functor
guarantees that the inclusion

j :
⋂

t≥0

im(rt) → N

is a shape equivalence. A moment of thought will make it clearthatp ∈
⋂

t≥0 im(rt) if, and only if, either
p ∈ L or p · s ∈ N for everys ≤ 0. Thus if we introduce the notation

N− := { p ∈ N : p · (−∞, 0] ⊆ N },

the intersection
⋂

t≥0 im(rt) = N− ⋃
L. The following Proposition (see [66]) states, finally, whathappens

after quotienting byL.

Proposition 5 LetN be a proper isolating neighbourhood. Then the inclusion

j :

(
N−

n− ,
n−

n−

)
−→

(
N

L
,
L

L

)

is a shape equivalence, wheren− := N− ⋂
∂N .

PROOF. We keep the notation of the argument above. SinceH keeps points inL fixed (becauseτ(p) = 0
whenp ∈ L), the pair inclusion

(N−
⋃
L,L) −→ (N,L)

is a shape equivalence, and on passing to the quotient byL we get that

(
N− ⋃

L

L
,
L

L

)
−→

(
N

L
,
L

L

)

is a shape equivalence too.
Now observe that collapsingL to a point inN− ⋃

L is the same as collapsingN− ⋂
L to a point inN−.

Furthermore, we assert thatN− ⋂
L = n−. Indeed, for anyp ∈ N−∩∂N we havep ·(−∞, 0] ⊆ N , and if

p did not belong toL then for someε > 0 the inclusionp · [0, ε] ⊆ N would hold. Thusp · (−∞, ε) would
be a trajectory segment contained inN but meeting∂N at p, that is,p would be an interior tangency point
forN , which contradicts the hypothesis thatN is a proper isolating neighbourhood. HenceN− ⋂

∂N ⊆ L
and consequentlyN− ⋂

L = N− ⋂
∂N = n−, so

(
N− ⋃

L

L
,
L

L

)
∼=

(
N−

N− ⋂
L
,
L

L

)
=

(
N−

n− ,
n−

n−

)

and the proof is finished. �

A fundamental consequence of Proposition 5 is that theSh(N/L,L/L) does not depend onN , but only
onK := inv(N).

Corollary 3 LetN1 andN2 be proper isolating neighbourhoods forK. Then

Sh(N−
1 , n

−
1 ) = Sh(N−

2 , n
−
2 )

and consequently

Sh

(
N−

1

n−
1

,
n−

1

n−
1

)
= Sh

(
N−

2

n−
2

,
n−

2

n−
2

)
.
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PROOF. Observe that bothN−
1 andN−

2 are negatively invariant sets such thatα(N−
1 ) = α(N−

2 ) = K,
so by Example 10 (or rather a dual version of it) the inclusions j1 : K → N−

1 andj2 : K → N−
2 are shape

equivalences. ThusSh(N−
1 ) = Sh(N−

2 ). We leave it to the reader to modify the argument in Example 10to
obtain the shape equality of pairs stated in the proposition. The assertion on the quotients follows from [38].

�

The following definition is now justified:

Definition 12 LetK be an isolated invariant set. Theshape indexofK is the shape

s(K) := Sh

(
N

L
,
L

L

)
,

whereN is any proper isolating neighbourhood forK.

Conley defined the homotopy indexh(K) of an isolated invariant setK as thehomotopy typeof the
pair(N/L,L/L), whereN is any proper isolating neighbourhood forK. Thus our definition is just a shape
theoretical version of Conley’s. However, the proof thath(K) does not depend on the particularN is a bit
involved, and this is one of the reasons why we chose this approach to present Conley’s index.

Neither the homotopy nor the shape index are very well suitedfor computational purposes, where either
thecohomological Conley indexor thehomological Conley indexare preferred instead. For example, the
former is defined as thěCech cohomology module of(N/L,L/L), that isCȞ(K) := Ȟ(N/L,L/L), and
the latter is defined similarly. The cohomological index hasthe advantage that, due to the continuity of
Čech cohomology theory,CȞ(K) = Ȟ(N,L).

There is a theorem of Mrozek [51] to the effect that, if the phase spaceM is a manifold (or more
generally if it has the homotopy type of a finite polyhedron, see [10], [36] or [41]), the pair(N/L,L/L)
has finitely generateďCech cohomology groups, and only finitely many of them are nontrivial. Hence one
can also define theConley-Eulerindex ofK, denoted byχ(K), asχs(K) := χ(N,L).

Now let us carry out some calculations.

Example 11 Observe that Wȧzewski’s criterion inmediately implies thats(∅) = Sh(∗, ∗) because ifN
is an proper isolating neighbourhood for the empty set, by Corollary 2 the pair(N/L,L/L) is homotopy
equivalent (hence shape equivalent, too) to(∗, ∗).

Example 12 Coming back to Example6, we can easily compute the Conley index ofK := inv(N).
Indeed,N is a solid torus andL is the disjoint union of two annuli contained in∂N , soN/L is homotopy
equivalent to the wedge sumS1 ∨ S1 ∨ S2 ∨ S2.

To be able to compute the shape index of a fixed point for a differential equation we need to recall some
relevant notions.

A BRIEF REVIEW OF HYPERBOLIC FIXED POINTS . Let

(E) : ṗ(t) = f
(
p(t)

)

be a differential equation in some manifoldM , which we shall assume for simplicity to beRn. Suppose
thatp0 is a fixed point for(E), that isf(p0) = 0. Thenf(p) = Dp0f · (p − p0) + o

(
‖p− p0‖

)
and it is

reasonable to ask to what extent the linearized equation

(LE) : ṗ(t) = Dp0f ·
(
p(t) − p0

)

provides a good aproximation to(E) nearp0.
It turns out that the key notion here is that ofhyperbolicity.
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Definition 13 The fixed pointp0 for equation(E) is hyperbolicif the matrixDp0f has no eigenvalues
with zero real part.

It is not easy to justify this definition in a few words, and we shall not attempt to do it. However, the
significance of this notion can be ascertained by the following very important result.

Theorem 7 (Hartman-Grobman) Let p0 be a hyperbolic fixed point for(E). Then, in a sufficiently
small neighbourhood ofp0, the flow generated by(E) is equivalent to that generated by the linearized
equation(LE).

Thus in the proximities of a hyperbolic fixed point the phase portrait for (E) looks like that of(LE)
which, being a linear system, can be solved explicitly with elementary means and is well understood.

Proposition 6 Let p0 be a hyperbolic fixed point for(E). Possibly after a change of coordinates, there
exist two closed disksDs ⊆ p0+Rℓ×{0} andDu ⊆ p0+{0}×Rn−ℓ, whereℓ is the number of eigenvalues
ofDp0f with negative real part, such that

1. N := Ds ×Du is a compact neighbourhood ofp0.

2. p ∈ N belongs toDs ⇔ p · [0,+∞) ⊆ N ,

3. p ∈ N belongs toDu ⇔ p · (−∞, 0] ⊆ N .

The disksDs andDu are called thelocal stableandlocal unstablemanifolds ofp0. Observe that if a point
p ∈ N is not inDs

⋃
Du, then its trajectory exitsN both in the future and in the past.

PROOF. Use the Hartman-Grobman theorem to obtain a neighbourhoodU of p0 where(E) is equivalent
to (LE). Now show that there exist disksEs andEu for (LE) which satisfy all three conditions in the
statement of the proposition together withEs × Eu ⊆ U . �

Figure 5 depicts three phase portraits, corresponding to three linear systems for which the originp0 = 0
is a fixed point. In case (a) Ds = N can be taken to be a ball centered at the origin, andDu = {p0};
whereas in (b) we have markedDs andDu, both of dimension one. The system shown in (c) does not have
the origin as a hyperbolic point.

Proposition 6 can be strenghtened to prove thatDs andDu are differentiable manifolds (a result known
as thestable manifold theorem) of the same class asf . However this is quite involved and we will not need
it (see [31], [69] or [74]).

Example 13 Let p0 be a hyperbolic equilibrium for the differential equation(E) : ṗ(t) = f
(
p(t)

)
.

The neighbourhoodN of p0 whose existence was proved in Proposition6 is in fact a proper isolating
neighbourhood (this is easy to see from the way it was constructed). Now parts2 and 3 of the same
proposition imply thatN− = Du is a k-dimensional disk, wherek is the number of positive eigenvalues
ofDp0f , andn− = ∂Du = Sk−1 is its boundary, ak-dimensional sphere. HenceN−/n− has the shape
(and the homotopy type) of ak-dimensional sphere and consequentlys({p0}) = Sh(Sk, ∗).

This last example may shed some light about the interpretation of N− and its positive counterpart
N+ := { p ∈ N : p · [0,+∞) ⊆ N }. They can be thought of as the analogues of the local unstable
and stable manifoldsDu andDs respectively, whenN is a proper isolating neighbourhood for a compact
invariant setK. Poincaré, Smale and Conley’s indices all measure, in somesense, the size of these local
unstable manifolds.

The shape index is defined only for invariant sets having a proper isolating neighbourhood, and it is
therefore natural to ask what invariant sets satisfy this requirement. The following definition and theorem
provide the answer (proofs can be found in [15] and [17]).

Definition 14 An isolating blockfor a compact invariant setK is an isolating neighbourhood such that
everyp ∈ ∂N is of one the types (a), (b) or (c) shown in Figure3.
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b

(a)
b

(b)
Ds

Du

b

(
)
Figure 5. Phase portrait of three linear systems.

Every isolating block is a proper isolating neighbourhood,but the converse is not true. However, the
existence of a single isolating neighbourhood forK guarantees that plenty of isolating blocks exist:

Theorem 8 LetK be an isolated invariant set. ThenK has a neighbourhood basis comprised of isolating
blocks. Furthermore, if the flow is differentiable, those isolating blocks can be chosen to be differentiable
manifolds which containL as a submanifold of their boundaries.

In practice, checking whether a compact setN is an isolating neighbourhood would require to ascertain
if the trajectory of everyp ∈ ∂N exitsN either in the future or in the past, which can be extremely
complicated. On the other hand, it is an easy matter (at leastin the case of flows coming from differential
equations) to see if there are no interior tangencies to∂N , using criteria similar to those developed in
Proposition 4, and in that caseN is not only an isolating neighbourhood, but also an isolating block (this
is what we did in Example 6). Hence the importance of Theorem 8is more of a theoretical nature, and in
view of this we shall not examine its interesting proof.

CONLEY ’S INDEX IN SURFACES . We stated above that Conley’s work could be inscribed in a line of
thought dating back to Poincaré and his works about flows on surfaces, and the following lines are devoted
to a short exploration of this relation. Thus for this digression we shall concentrate on continuous flows
on surfaces, where asurfacemeans a2-manifold (either compact or not, with boundary or not) and a
closed surfacemeans a compact2-manifold without boundary. The following result, known asGutierrez’s
smoothing theorem (see [30]), will be very useful:

Theorem 9 Every continuous flow on a closed surfaceM is conjugate to a differentiable flow.
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As a corollary we have

Corollary 4 LetK be an isolated invariant set for a continuous flowϕ in a surfaceM . ThenK has a
neighbourhood basis of isolating blocksN which are compact2-manifolds with boundary∂N and such
that their exit setsL are compact1-submanifolds of∂N .

PROOF. If the surfaceM were closed, then the result would follow inmediately from Theorem 8 and
Theorem 9. In the general case, it is clear that is suffices to embedK, together with a neighbourhood of it
and the flow it carries, into some closed surface and then apply the smoothing theorem there. To this end,
letP be a compact2-manifold with boundary∂P such thatinv(P ) = K (just letP be a compact manifold
containingK in its interior and contained in any isolating neighbourhood ofK). By an easy modification
of a theorem of Beck [5] a new flowψ can be obtained inM which leaves every point in∂P fixed and is
locally equivalent toϕ on int(P ). It only remains to collapse every component of∂P to a single point to
obtain a closed surfacêP and a flowψ̂ which contain an embedded copy ofK and its open neighbourhood
int(P ), together with the trajectory segments it carries.�

From now on we shall assume that all isolating blocks are chosen to be of the form described in Corol-
lary 4. Thus ifK is an isolated invariant set andN is an isolating block forK, its exit setL is the disjoint
union of a finite number of intervalsJ1, . . ., Jm and circumferencesC1, . . ., Cn. With this notation,

χs(K) = χ(N,L) = χ(N) −
m∑

k=1

χ(Jk) −
n∑

ℓ=1

χ(Cℓ) = χ(N) −m

and consequently we can discard the componentsC1, . . ., Cn, which do not contribute toχs(K), to con-
centrate onJ1, . . ., Jm. Observe that the endpoints of each of these must be exteriortangency points, so
every consecutive pair of those determines precisely one ofthe componentsJk. Hence

χs(N) = χ(N) −
1

2
E,

whereE is the number of exterior tangencies toN .

Poincaré assigned to everyisolated fixed pointa numerical indexι(p) (now called itsPoincaré-Hopf
index). A fixed point isisolated if it has a neighbourhood which does not contain any more fixedpoints.
An isolated fixed point need not be an isolated invariant set,think for example of the origin in Figure 5.(c).

Definition 15 Letp be an isolated fixed point and letD be a closed disk which containsp (no other fixed
points) and satisfies the property that every point in∂D is of one of the four types described in Figure3.
ThePoincaré indexof p is the integer

ι(p) := 1 +
1

2
(I − E),

whereI andE denote the number of interior and exterior tangencies toD (cases (d) and (c) of Figure3,
respectively).

Poincaré shows that the definition is independent of the disk D chosen and assumes that it is always
possible to find such aD (it indeed is). Then he continues on to state and prove the celebrated Poincaré-Hopf
which we already saw above (Theorem 3). With these tools we can compare the Poincaré and Conley-Euler
indices as follows.

Theorem 10 LetK be an isolated invariant set for a flow in a2-manifoldM . Suppose thatK contains
finitely many fixed pointsp1, . . ., pm. Then

m∑

k=1

ι(pk) = χs(K).
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PROOF. By Corollary 4,K has an isolating blockN ′ which is a compact2-manifold with boundary. We
shall denote the boundary components (a finite number of circumferences) byC′

1, . . ., C′
n. LetN be the

result of enlargingN ′ by attaching a small closed external collar to it. Here “small” means sufficiently
small so thatN is still an isolating neighbourhood ofK (in fact, if the choice of the collar is made in a
sensible way,N will also be an isolating block forK, but we do not need this). We denote the boundary
components ofN byC1, . . ., Cn, eachCℓ corresponding toC′

ℓ.
Using the same trick as in Corollary 4 the flow inM can be substituted by another oneψ which is locally

equivalent to the former inint(N) andM −N but leaves all points in∂N fixed. Thus we can collapse, in
N , every componentCk of ∂N to a single pointck to obtain a closed2-manifoldN̂ which carries a well
defined flowψ̂. The latter is locally equivalent toϕ in N̂ − {c1, . . . , cn} ∼= int(N) and leavesc1, . . ., cn
fixed.

Applying the Poincaré-Hopf theorem tôψ and having in mind that its fixed points are preciselyp1, . . .,
pm andc1, . . ., cn we get the equality

m∑

k=1

ι(pk) +
n∑

ℓ=1

ι(cℓ) = χ(N̂).

To determineχ(N̂) observe that the net result of collapsing each ofC1, . . ., Cn to a single pointc1, . . ., cn
is equivalent to capping them off with disks, soχ(N̂) = χ(N) + n and consequentlyχ(N̂) = χ(N ′) + n,
because the inclusionN ′ → N is a homotopy equivalence. Hence

m∑

k=1

ι(pk) +
n∑

ℓ=1

ι(cℓ) = χ(N ′) + n.

It only remains to compute the indicesι(cℓ). If Aℓ denotes the annulus comprised betweenCℓ and the
corresponding boundary componentC′

ℓ ofN ′, its projection ontoN̂ gives a diskDℓ which isolates the fixed
pointcℓ from the remaining ones and, moreover, the interior (resp. exterior) tangencies to∂Dℓ are precisely
the exterior (resp. interior) tangencies toC′

ℓ. SinceN ′ is an isolating block, it does not have interior
tangencies, so denotingE′

ℓ the number of exterior tangencies toN ′ onC′
ℓ it follows thatι(qℓ) = 1 + 1

2E
′
ℓ.

Substituting this in the formula above we get

m∑

k=1

ι(pk) + n+
1

2

n∑

ℓ=1

E′
ℓ = χ(N ′) + n,

and observing that
∑n

ℓ=1E
′
ℓ is the total numberE′ of exterior tangencies toN ′ it follows that

m∑

k=1

ι(pk) = χ(N ′) −
1

2
E′

which finishes the proof since we already argued at the beginning of this discussion that the right hand side
of the formula above equalsχs(K). �

Example 14 From Theorem10 follows inmediately that ifK is an isolated invariant set for a flow in a
2-manifold andχs(K) 6= 0, thenK contains at least one fixed point.

Theorem 10 is also true in higher dimensions provided the flowis differentiable. See [43] for further
references.
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2.3 Morse decompositions and the Morse equations

Once the Conley index (in its shape theoretical version) hasbeen developed, we are in conditions to present
the Morse equations, which relate the local dynamical information captured by the shape indices of some
family K of disjoint compact invariant sets and the global topology of M . For the rest of this discussion,
the phaseM will be assumed to be compact. Under this assumption, and if we want the members ofK to be
isolated, we are led to consider only familiesK which are finite (otherwise the sets inK would accumulate).

Definition 16 A Morse decompositionofM is a familyM = {M1, . . . ,Mm} of disjoint compact inva-
riant sets which admits a Lyapunov functionG. The labeling of theMorse setsMj will always be chosen
in such a way that the valuescj thatG assumes on them are increasing,c1 < · · · < cm.

The compactness ofM and Proposition 3 above guarantee that, ifM is a Morse decomposition ofM ,
everyp 6∈

⋃m

j=1Mj has∅ 6= α(p) ⊆ Ms and∅ 6= ω(p) ⊆ Mr for some indices1 ≤ r < s ≤ m.
In fact it can be proved (see for example [14], [59]) that any family of compact disjoint invariant setsM
which satisfies the properties we have just mentioned is a Morse decomposition ofM (that is, there is
a Lyapunov function forM). Thus one can define what a Morse decomposition is without mentioning
Lyapunov functions at all, and this is in fact the standard approach.

Example 15 If, in Example4, each critical point off is assumed to be isolated, then there exist only
finitely many of themp1, . . ., pm andM = {p1, . . . , pm} is a Morse decomposition ofM (maybe after a
suitable relabeling of the critical points) becausef is a Lyapunov function forM.

Example 16 A celebrated theorem of Peixoto[57] implies that every flow in a closed orientable surface
M can be approximated as closely as desired (in some sense which we will not be precise about) by another
flow for which the chain recurrent set (see Theorem4) has finitely many connected components (these being
hyperbolic fixed points and periodic orbits), the collection of which constitutes a Morse decomposition of
M . Since it is generally agreed that the interesting behaviour of a dynamical system is that which survives
under small perturbations (although this is quite convincingly questioned in[28]), this would imply that
flows having a Morse decomposition are enough to understand continuous dynamical systems in closed
orientable surfaces.

The following result shows that Morse sets are indeed isolated, so that they can be assigned their shape
index.

Proposition 7 Every Morse set in a Morse decompositionM = {M1, . . . ,Mm} is an isolated invariant
set.

PROOF. With the notations of Definition 16, pick for1 ≤ k ≤ m a numberεk > 0 sufficiently small
such that[ck − ε, ck + ε] does not contain any other critical value ofG and letNk := G−1[ck − ε, ck + ε].
SinceMk is compact andM is locally compact,Nk is compact ifεk > 0 is chosen small enough. Now
supposep 6∈ Mk satisfiesp · R ⊆ Nk and observe that then itsα- andω-limits are nonempty subsets of
Nk (see Example 5). Sincep 6∈

⋃m

j=1Mj (otherwisep ∈ Mk, but we assumed the contrary) it follows by
Proposition 3 thatck = G|α(p) > G(p) > G|ω(p) = ck, which is a contradiction. ThusNk isolatesMk (in
fact it is straightforward to see thatLj := G−1(ck + ε) is the exit set forNk, which is closed, soNj is an
isolating block forMk). �

An analogue of the Poincaré-Hopf theorem is very easily obtained in this context.

Proposition 8 Let M = {M1, . . . ,Mm} be a Morse decomposition such that everyMj has a well
defined Conley-Euler index (for example, ifM is a manifold or, more generally, has the homotopy type of a
compact polyhedron). Then

m∑

j=1

χs(Mj) = χ(M).
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PROOF. LetG be a Lyapunov function forM. We can assume, without loss of generality, thatG(Mj) = j
for 1 ≤ j ≤ m. EachNj := G−1[j − 1

2 , j + 1
2 ] is an isolating block forKj with exit setLj = G−1[j + 1

2 ]
(see Proposition 7). Observe that the pairwise intersectionsNj

⋂
Nk are empty unlessk = j + 1 (or vice-

versa), and in that caseNj

⋂
Nk = Lj, and that the intersection of any three distinctN ′

js is empty. Thus,
sinceM =

⋃m

j=1Nj , we have

χ(M) = χ(

m⋃

j=1

Nj) =

m∑

j=1

χ(Nj) −
m∑

j=1

χ(Lj) =

m∑

j=1

χ(Nj , Lj) =

m∑

j=1

χs(Kj).

This completes the proof. �

Example 17 Let M = {p1, . . . , pm} be a Morse decomposition of the closed surfaceM whose Morse
sets are all hyperbolic fixed points. ThenM contains preciselyα attractors or repellers andβ saddle
points, where

α =
m+ χ(M)

2
, β =

m− χ(M)

2
.

Furthermore,m has the same parity ofχ(M) andm ≥ χ(M).
PROOF. Letkj be the dimension of the unstable manifold ofpj. It was shown in Example13 thats(pj) =
Sh(Skj , ∗), soχs(Mj) = (−1)kj and by Proposition8 we must have

m∑

j=1

(−1)kj = χ(M).

Now observe that caseskj = 0, 2 correspond to attractors and repellers respectively, while kj = 1
corresponds to saddle points. Therefore substituting in the formula above we get−β + (m− β) = χ(M),
or β = m−χ(M)

2 andα = m − β = m+χ(M)
2 . The lower bound form and the assertion about its parity

follow from the fact thatβ is a non negative integer. �

Proposition 8 shows a specific instance of a much more generalformula relating the shape indices of
the Morse sets to the Betti numbers ofM . To state it we need to introduce some notation: we put

p
(
s(Mj); t

)
:=

∞∑

k=0

rk Ȟk(Nj , Lj) · t
k,

which is a formal polynomial whosek-th coefficient is just the rank of thek-th cohomology group of the
pairs(Mj) (it may be infinite), and similarly we let

p(M ; t) :=

∞∑

k=0

rk Ȟk(M) · tk.

Theorem 11 (Morse equations) If M = {M1, . . . ,Mm} is a Morse decomposition of the compact
phase spaceM , then

m∑

j=1

p
(
s(Mj); t

)
= p(M ; t) + (1 + t)q(t),

whereq(t) is a polynomial with nonnegative integer coefficients.5

For a proof of Theorem 11 see, for example [16]. We will not give one here because it is basically
a moderately difficult exercise in algebraic topology but does not involve any relevant constructions with
flows whatsoever, and therefore is uninteresting for us.

5It is known that the polynomialq(t) measures, in some sense, the amount of connecting orbits between the Morse sets, although
a completely satisfactory dynamical interpretation for ithas not been yet found. This subject is too complex to give even a simple
description here, but the papers [22], [24], [42] and [60] contain relevant information.
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MORSE THEORY. Let us come back briefly, as a particular case of Theorem 11, toMorse theory. We
shall keep the notations of Example 4 and Example 15. Ifp0 is such a critical point forf and the hessian of
f atp0 is nondegenerate, the second order approximation

f(p) = f(p0) + (p− p0)
T ·Hp0f · (p− p0) + o

(
‖p− p0‖

2
)

is good enough to be able to describe the local aspect off nearp0 (this is done via a result known as
Morse’s lemma) and in particular allows one to conclude thatthe dimension of the local unstable manifold
of p0 (see Proposition 6) is precisely the number of negative entries in the canonical diagonal form of the
nondegenerate quadratic formHp0f (which is an invariant ofHp0f by Sylvester’s law of inertia).

Definition 17 f is a Morse functionif its hessian is nondegenerate at every critical point. TheMorse
indexm(p) of such a critical pointp is the number of negative entries in the canonical diagonal form of
Hpf .

If f is a Morse function, then there exist only finitely many equilibria {p1, . . . , pm}, which are hyper-
bolic fixed points, and they constitute a Morse decomposition ofM (this is Example 15). By Example 13
and the discussion above we havep

(
s(pk); t

)
= tm(pj) for every1 ≤ k ≤ m and consequently

m∑

j=1

tm(pj) = p(M ; t) + (1 + t)q(t)

with q a non negative polynomial. Denoting byβk the number of fixed pointspj with Morse index
m(pj) = k we can collect terms in the summation above to getMorse’s equation

n∑

k=1

βkt
k = p(M ; t) + (1 + t)q(t)

(recall thatn is the dimension ofM ). Morse’s inequalities follow by expanding the polynomialidentity and
using the nonnegativeness of theq(t).

Let us present a pair of examples to illustrate how the above equality can be put into use.

Example 18 LetM be connected and orientable, and suppose there exist just two fixed pointsp1 andp2.
Our assumptions onM imply thatp(M ; t) = 1 + a1t+ · · · + an−1t

n−1 + tn. Now in Morse’s equation

tm(p1) + tm(p2) = 1 + a1t+ · · · + an−1t
n−1 + tn + (1 + t)q(t)

the left hand side has exactly two nonzero terms, and the positivity of q implies that the right hand side has
at least two nonzero terms, namely the lowest and highest degree ones. Hencea1 = · · · = an−1 = 0 and
m(p1) = 0, m(p2) = n (or viceversa). In particularp1 is an attracting point,p2 is a repelling point and
M is a homology sphere (it can be shown thatM is indeed a sphere, see[45]).

Example 19 Now suppose thatM is the2-torus. Then Morse’s equation reads

β0 + β1t+ β2t
2 = 1 + 2t+ t2 + (1 + t)q(t),

and lettingq(t) = q0 + q1t (observe thatq cannot have higher degree terms because then the right hand
side of the equality above would have degree three or higher,whereas the left hand side is of degree at most
two) one readily calculates that

β0 = 1 + q0, β1 = 2 + q0 + q1, β2 = 1 + q1

with q0, q1 ≥ 0, or in other terms

β0 ≥ 1, β2 ≥ 1, β1 = β0 + β2 ≥ 2.
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Expositions of Morse theory can be found in [34] and [45]. Morse theory has also been exceedingly
relevant in the realm of differential topology, providing an alternative approach to the all-important tool of
handle theory (see, for example, Milnor’s book [47]).

A natural enough idea which may have occurred to the reader isto represent a Morse decomposition
M := {M1, . . . ,Mm} by a graph having a vertexvj for each Morse setMj and a directed edge fromvs to
vr whenever there exist connecting orbits fromMs toMr. This idea was formalized in a somewhat refined
version by Franks [23] (see also [19]) and subsequently enriched by decorating the graph with homological
information concerning the indices of the Morse sets. The latter version and some applications can be found
in [6] and references therein.

To finish this section let us remark that the homological relation between the indices of the Morse sets
and the Betti numbers of the phase spaceM summarized in Theorem 11 can be strenghtened. Assuming
thatM is a manifold, the papers [7], [18], [20] include several procedures which, under appropriate cir-
cumstances, can lead to the recovery of the topological typeof M using the Conley indices of a Morse
decomposition ofM .6

3 An example: the topology of attractors

This final section presents some results about attractors which can be inscribed in the line of thought des-
cribed in this survey. Since we feel that the essentials of the geometric theory of dynamical systems have
probably been already grasped by the reader, we shall not present nearly any proofs. If the preceding section
contained a finished theory, this one is of a more sketchy nature and does not intend to be complete by any
means.

Let K be a compact invariant set. A pointp ∈ M is said to beattracted byK if p · t approachesK
whent → +∞ (that is, for every neighbourhoodU of K there exists somet0 such thatp · t ∈ U for every
t ≥ t0). This can alternatively be expressed in terms of theω-limit of p, since it is equivalent to requiring
that∅ 6= ω(p) ⊆ K.

Definition 18 A compact invariant setK is anattractorif its basin of attraction

A(K) := { p ∈M : p is attracted byK }

is a neighbourhood ofK.

In Figure 6.(a), the pointq is an attractor with basinR2 − {p} (this famous example is due to Mendel-
son [44]) whereas in (b) the whole periodic orbitγ is an attractor with basinR2−{p}. Figure 5.(a) depicts a
flow where the origin is aglobal attractor, this meaning that its basin of attraction is the whole phasespace.

Observe thatA(K) is invariant, sinceω(p · t) = (p · t) · (+∞) = p · (t+ ∞) = p · (+∞) = ω(p) for
everyp ∈ M andt ∈ R. Moreover, it is an open set. To see this, suppose not and picksomep ∈ ∂A(K)
such thatp ∈ A(K), so∅ 6= ω(p) ⊆ K. However∂A(K) is invariant (being the boundary of an invariant
set) and closed soω(p) ⊆ ∂A(K), which implies that∅ 6= ω(p) ⊆ K ∩ ∂A(K), contradicting the fact that
A(K) is a neighbourhood ofK.

Since every initial condition close enough to an attractorK will eventually approach it,K can be
considered as representative of the long term behaviour of the flow. However it may very well happen that
points in its basin of attraction, even arbitrarily close toK, take a very long time to get anywhere near the
attractor (for instance, in Figure 6.(a) there are points inγ which start very near the attractorq but have
to traverse the whole unit circumference before coming backto approachq). This is a more important

6It may be appropriate to mention here that the same is true, even to a higher degree, for Morse theory. There exist tight connections
between the indices of the critical points and the diffeomorphism type ofM , which are best expressed using handle theory. This
turns Morse theory into a powerful tool to construct and describe manifolds and places it in a salient position among the differential
topologists’ resources.
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Figure 6. Examples of attractors in the plane.

issue than it may seem at first sight since it cuts down the predictive power ofK, because it is difficult to
decide whether the observed behaviour (for example, numerically computed) of a certain point is transient
or representative of its long term evolution. From the mathematical point of view,K lacks the property of
stability.

Definition 19 An attractorK is stableif, for every neighbourhoodU of K, there exists another neigh-
bourhoodV such thatp · [0,+∞) ⊆ U for everyp ∈ V (that is,V · [0,+∞) ⊆ U ). Anunstableattractor
is an attractor which is not stable.

Definition 19 conveys the idea that trajectories starting close enough toK remain close ever after.7

Example 20 The attractors shown in Figure6.(b) and Figure5.(a) are stable. On the other hand that of
Figure6.(a) is not stable.

Example 21 LetM = {M1, . . . ,Mn} be a Morse decomposition of the compact phase spaceM . Then
M1 is a stable attractor. Indeed, letG be a Lyapunov function forM as in Definition16 and observe that
the familyPε = G−1

(
[c1, c1 + ε]), for ε > 0, is a neighbourhood basis ofK1 comprised of compact,

positively invariant sets. Hence ifU is any neighbourhood ofK1 there existsε > 0 such thatPε ⊆ U , and
anyp ∈ Pε satisfiesp · [0,+∞) ⊆ Pε ⊆ U , which proves thatK1 is stable according to Definition19.

7The notion of stability appears in many guises in the realm ofdynamical systems, and is given different definitions depending on
the authors or the particular case being considered. However, there is always a common feeling underlying them, namely that close
enough initial conditions will experiment close evolutions whent → +∞.
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Some sort of converse can be given to Example 21. Indeed,

Proposition 9 If K is a stable attractor,α(p) ⊆ ∂A(K) for everyp ∈ A(K)−K. Thus ifM is compact8,
M = {K,M −A(K)} is a Morse decomposition ofM .

PROOF. SinceA(K) is an invariant open set, it will be enough to show thatα(p)
⋂

A(K) = ∅ for every
p ∈ A(K). Thus assume that there existsq ∈ α(p) which is attracted toK and choose a sequencetn →
−∞ such thatp·tn → q. Given a neighourhoodU ofK, use Definition 19 to find another neighbourhoodV
ofK such thatV · [0,+∞) ⊆ U . Observe thatP := V · [0,+∞) is a positively invariant (by construction)
neighbourhood (because it containsV ) ofK. The hypothesis thatq is attracted byK implies thatq · t ∈ P
for big enought and consequentlyp · (t+ tn) ∈ P for largen. But t+ tn → −∞, so takingn sufficiently
big t + tn < 0 and p ∈ p · [t + tn,+∞) ⊆ P . SinceK has a arbitrarily small positively invariant
neighbourhoods,p ∈ K. �

It can be proved (see for example [8]) that for every attractor K there exists a uniquely defined stable
attractorK̂, which we shall call thestabilizationof K, such thatK ⊆ K̂, A(K) = A(K̂) andK̂ is the
smallest stable attractor with these properties. In factK̂ = { p ∈ A(K) : α(p)

⋂
K 6= ∅ }, although we

shall not prove this.

Stable attractors have been studied from many points of viewbut a thorough understading of their
(possibly very complicated) geometrical properties had towait until a shape-theoretical approach was taken
by Hastings [32]. In our parlance, he proved that the inclusion j : K → P in any positively invariant
neighbourhoodP ⊆ A(K) of K is a shape equivalence (this is Example 10). Later work by other authors
[9], [29], [64] showed thatP could be chosen to have the homotopy type of a finite polyhedron. Thus:

Theorem 12 Every stable attractorK in a manifoldM has the shape of a finite polyhedron.

By considering shape theory of non-compact spaces (which weshall not present here, but has the same
formal properties asSCpt), Kapitanski and Rodnianski [37] proved the following:

Theorem 13 For every stable attractorK the inclusionj : K → A(K) is a shape equivalence.

Theorems 12 and 13, together with the invariance ofČech cohomology under shape equivalences, yield
the following

Corollary 5 LetK be a stable attractor in a manifoldM . Then all its cohomology groupšHk(K) are
finitely generated and the inclusionj : K → A(K) induces isomorphisms in cohomology. Furthermore,
χ(K) andχ

(
A(K)

)
are well defined and agree.

Regarding the shape index of a stable attractor, the following result is as complete as one could desire:

Proposition 10 If K is a stable attractor, it is an isolated set ands(K) = Sh(K
⋃
∗, ∗). Consequently

χs(K) = χ(K).

PROOF. LetN be any compact neighbourhood ofK contained inA(K). If p ∈ N−, then∅ 6= α(p) ⊆
N ⊆ A(K) (by Example 5) and, by Proposition 9,p ∈ K. ThusN− = K, soN isolatesK, and we
may as well assume by Theorem 8 thatN is an isolating block forK. Sincen− = N− ⋂

∂N = ∅,
we gets(K) = Sh(N−/n−, n−/n−) = Sh(K

⋃
∗, ∗). The equalityχs(K) = χ(N−, n−) = χ(K) is

straightforward. �

All these results imply that stable attractors are fairly well known from the shape-theoretical point of
view (see also [25], [27] and [65] to abound in this observation), and explains the prominent role they play
in the realm of dynamical systems. Hence it is clear that deciding whether a given attractorK is stable is
of considerable practical interest. Regarding this point,one has for example the following result (see [48]
or [61] for more general statements).

8 The compactness assumption is included because Morse decompositions are defined for compact phase spaces, but it is otherwise
immaterial. Indeed,M (being locally compact) admits a one-point compactification M∞ obtained by adjoining toM the point∞,
and the flowϕ can be extended to a new flowϕ∞ in M∞ letting∞ be a fixed point. Hence in the general case{K, M∞ −A(K)}
is a Morse decomposition ofM∞.
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Theorem 14 An isolated fixed pointp ∈ R2 is stable if, and only if,χ
(
A(p)

)
= 1.

PROOF. Let p̂ be the stabilization ofp. Clearly the only critical point inA(p) is p, so bothp and p̂
are isolated invariant sets which contain the same unique fixed pointp. Thus by Theorem 10 we have
χs(p) = ι(p) = χs(p̂), and the latter equalsχ(p̂) = χ

(
A(p)

)
= 1 by Proposition 10, Theorem 13 and

hypothesis. Consequentlyχs(p) = 1.
Let p be an isolating block forK in the form given by Corollary 4. ThenN has the homotopy type of

a bouquet ofk circumferences, and its exit set is a union ofℓ intervals together with some circumferences,
soχs(p) = χ(N) − χ(L) = 1 − k − ℓ = 1 with k, ℓ ≥ 0. Thusk = 0 (soN is a disk) andℓ = 0 (soL
is a union of circumferences). IfL were nonempty, it would have to be the whole boundary ofN , which
is impossible because then no point could enterN to approachp, contradicting the assumption thatp is an
attractor. HenceL = ∅ andN is a positively invariant neighbourhood ofp. SinceN can be chosen as small
as needed,p is stable. �

The boundaryD of the region of attractionA(K) of some attractorK (not necessarily stable, although
we are mainly thinking of them here) is a closed invariant setwhich shows great dynamical interest. Naively
speaking, points nearD may either approachK asymptotically (if they belong toA(K)) or may always
remain apart fromK (if they do not). These considerations stand at the doorstepof chaos theory and fractal
sets, because the latter frequently arise as boundaries of basins of attraction (see for example [54] and
references therein). One may also wonder whether certain properties of the attractorK can be extended
beyond its region of attraction, and in this contextD plays an important role because it is a dynamical
barrier betweenA(K) and its complementary set inM .

In a similar fashion to what happened with attractors, it is natural to study sets likeD with shape-
theoretical tools, but the picture now is not as easy. Even inapparently simple situations,D can be strongly
complicated, as shown in Figure 7.

b

p

D

Figure 7. p is a stable attractor, its basin A(p) is a disk with infinitely many holes.

Still, mild assumptions on the shape index ofK provide strong results like the following (see [62]).

Theorem 15 LetK be a stable attractor in a manifoldM and assume that the boundaryD of its basin of
attraction is an isolated set. IfCȞ1(D) = 0, thenD has the shape of a finite polyhedron.

Recall thatCȞk(D) stands for thek-dimensional cohomological index ofK, which is nothing but the
k-dimensionaľCech cohomology group of the pair(N−, n−), whereN is an isolating block forD.

Theorem 16 LetK be a stable attractor in a compact9 phase spaceM and assume that the boundary
D of its basin of attraction is an isolated set. IfCȞ1(D) = 0, then there exists a compact invariant set
K ′ ⊆M such thatM = {K,D,K ′} is a Morse decomposition ofM .

Moreover, ifM = Sn andK has trivial shape, theňHk(K ′) = CHn−k−1(D).

A related question to that we have just mentioned regards theproperties of the boundary∂K of a stable
attractorK, rather than of its basin of attraction. Here one cannot expect the dynamics to be very exciting,

9See footnote 8.
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but the nature of∂K may be extremely complicated from the shape-theoretic point of view. This is explored
in [63], where the shapes of∂K and∂P , the latter being a positively invariant compact neighbourhood of
the former, are related. For example, one has the following result:

Theorem 17 Let K be a stable attractor inRn contained in the interior of a positively invariantn-
ball Dn. If int(K) 6= ∅, thenSh(∂K) ≥ Sh(Sn−1).

(If int(K) were empty, thenK = ∂K and we know by Example 10 thatSh(K) = Sh(Dn) = ∗).

Having dealt with stable attractors so far, it is natural to ask to what extent the results above can be
extended to more general classes of attractors. These were first brought into the picture and put on par with
stable ones in [4] and [44], at least at the general topology level. Regarding their geometric properties, like
those described above in the stable case, not much is known even today. We already mentioned that any
attractorK uniquely determines a minimal stable attractorK̂ which contains it and has the same region of
attraction asK, so one could think that a good approach would be to explore the relation betweenK andK̂
and then use what we know about stable attractors to deduce things aboutK. HoweverK andK̂ are, so to
speak, dynamically entangled. More precisely, the main difficulty here is that they cannot be distinguished
by Lyapunov functions (this is basically due to recurrence issues, a generalization of Morse decompositions
which may be of interest here is contained in [26]).

Proposition 11 If K is an attractor andG is a Lyapunov function which is constant onK, thenG is also
constant onK̂.

PROOF. We mentioned above that̂K = { p ∈ A(K) : α(p)
⋂
K 6= ∅ }. Thus if p ∈ K̂ we have

α(p)
⋂
K 6= ∅ and∅ 6= ω(p) ⊆ K so, since by Proposition 3 the functionG is constant onα(p) andω(p),

it must be the case thatG|α(p) = G|K = G|ω(p). HenceG is constant on̂K. �

Thus the Morse theory presented earlier in this paper is useless in this context. Still, some classes of
unstable attractors are suitable for a deep examination with topological tools. In particular, K. Athanas-
sopoulos introduced in [2] and [3] the class of attractors with no external explosions, which we shall not
define but which encompasses stable attractors and a wide class of unstable ones. Later work on these at-
tractors, prompted by the cited papers, was presented in [48] or [61]. From these let us present the following
results.

Theorem 18 Every attractorK with no external explosions in a manifoldM has the shape of a finite
polyhedron.

Theorem 19 For every attractorK with no external explosions in an even-dimensional manifoldM , the
equalityχ(K) = χ

(
A(K)

)
holds.

Theorem 20 Let K be an unstable attractor with no external explosions in a manifold M . If K has
the shape ofS2, thenM is homeomorphic either toS2 × S1 or to S2 ×t S1, the latter being the result of
identifyingS2 × {0} andS2 × {1} in S2 × [0, 1] by means of an orientation reversing homeomorphism.

One can easily observe the similarities between these results and the ones presented earlier concerning
stable attractors. Theorem 20, in particular, presents a very strong connection between dynamics (the
hypothesis thatK is an unstable attractor with no external explosions) and global properties of the phase
space.
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[11] Borsuk, K., (1968). Concerning homotopy properties ofcompacta,Fund. Math., 62, 223–254.

[12] Borsuk, K., (1975). Theory of Shape,Państwowe Wydawnictwo Naukowe, 59.
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268.

[33] Hatcher, A., (2002).Algebraic topology, Cambridge University Press.

[34] Hirsch, M. W., (1976).Differential topology, Graduate Texts in Mathematics,33, Springer–Verlag.

[35] Hopf, H., (1926). Vektorfelden inn–dimensionalen Mannigfaltigkeiten,Math. Annalen, 96, 225–250.

[36] Hu, S., (1965).Theory of retracts, Wayne State University Press.

[37] Kapitanski, L. and Rodnianski, I., (2000). Shape and Morse Theory of Attractors,Comm. Pure and Appl. Math.,
LIII , 218–242.
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[72] Ważewski, T., (1947). Sur un principe topologique de l’examen de l’allure asumptotique des intégrales des
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