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ABSTRACT 

This article explores the evolution of machine learning (ML) algorithms, emphasizing the growing importance of 
interpretability in understanding automated decisions. Progress from early to advanced ML models highlights 
the need for better performance and adaptability. However, the inherent black-box nature of many ML 
algorithms raises challenges, underscoring the necessity for interpretability to improve transparency and 
accountability. 

Examining the evolution of interpretability in ML, the article showcases advancements in techniques facilitating 
human comprehension of decision-making processes. As ML becomes integral across domains, the article 
underscores the importance of interpretable models to bridge the gap between automated decisions and human 
understanding. 

The article delves into the changing role of humans in decision-making. Despite the efficiency of ML algorithms, 
the interpretability factor prompts a revaluation of human involvement, necessitating a balanced approach for 
ethical AI deployment. 

Furthermore, the article explores integrating decision-making methods like Analytic Hierarchy Process (AHP) to 
enhance interpretability. Proposing a framework that combines AHP with interpretable ML models, it suggests a 
structured approach for human-in-the-loop decision-making while considering feature importance. 
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1. INTRODUCTION 

Throughout the historical evolution of Artificial Intelligence (AI) and machine learning (ML) algorithms, 
the emphasis on interpretability has become increasingly critical, particularly in the dynamic landscape 
of the business world (Hall, 2022). While the historical narrative traces the roots of interpretability in 
the context of AI development, its significance in the business realm, and specifically in areas like 
Human Resources (HR), is a pressing concern (Bandyopadhyay & Jadhav, 2021). 

In the contemporary business environment, the adoption of ML algorithms is pervasive, and their 
applications extend to crucial domains such as HR, where decisions regarding employee management 
and resource allocation have profound implications. Achieving a balance between predictive power 
and human-understandable insights becomes paramount, especially when dealing with sensitive areas 
like employee attrition. 

Interpretability is vital in the business context for several reasons. Firstly, businesses need to comply 
with ethical standards and legal regulations (Bibal et al., 2020). Transparent and interpretable ML 
models are essential for ensuring that decisions related to hiring, promotions, and terminations align 
with fairness and non-discrimination principles. Secondly, in HR, the ability to explain why a particular 
decision was made becomes crucial for building trust among employees and stakeholders (Mishra, 
2013). For instance, if an algorithm predicts an employee is likely to leave the company, it is imperative 
to understand the features contributing to this prediction to take appropriate actions. 
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Consider a scenario where a company utilizes an ML algorithm to predict employee attrition. An 
interpretable model not only provides accurate predictions but also offers explanations for those 
predictions. This transparency allows HR professionals to understand the factors influencing an 
employee's likelihood of leaving, enabling them to intervene proactively. Interpretability, in this 
context, becomes a tool for strategic workforce planning, talent retention, and fostering a more 
inclusive workplace culture (Marín Díaz et al., 2023). 

In HR decision-making, interpretability aids in justifying and fine-tuning models based on real-world 
observations, aligning them with organizational values (Srivastava & Eachempati, 2021). It empowers 
HR professionals to leverage the strengths of ML models while retaining human oversight in critical 
decision-making processes. The interpretability of algorithms in HR ensures that the human touch 
remains integral, fostering a collaborative and ethical approach to workforce management. 

Interpretability is indispensable in the business landscape, particularly in critical areas like HR, where 
algorithmic decisions impact the livelihoods and well-being of employees. By shedding light on the 
decision-making process, interpretable ML models not only enhance trust but also contribute to 
strategic and ethical human resource management. 

This paper addresses the challenges associated with interpretability in machine learning (ML) models, 
following a structured framework. Section 2 reviews the current state of eXplainable Artificial 
Intelligence (XAI) in the business domain. In Section 3, a methodology is proposed, focusing on 
handling algorithmic explainability while incorporating a crucial aspect—human decision-making. 
Section 4 presents a real-world use case illustrating the application of the proposed methodology. 
Finally, Section 5 provides conclusions and outlines future directions for research and development. 

2. RELATED WORK 

Employee attrition has emerged as a focal point for organizations, especially in the ever-evolving 
landscape of contemporary workplaces. Examining this from a psychological standpoint, numerous 
influential factors contribute to an individual's decision to depart from their current employment, 
especially in the technology sector (Colomo-Palacios et al., 2014). 

Within this rapidly changing industry, newly hired employees often prioritize elements such as job 
satisfaction, a conducive work environment, and substantial financial compensation over traditional 
notions of stability and long-term commitment. Attrition is influenced not only by intrinsic aspects of 
the job role but also by organizational culture, growth prospects, and the alignment of individual values 
with the company's mission (Climek et al., 2022). 

Comprehending the intricate dynamics and psychological foundations of employee attrition, 
particularly in technology-driven sectors, is imperative for crafting effective retention strategies.  

The growing attention towards eXplainable Artificial Intelligence (XAI) highlights the increasing 
emphasis on creating AI systems that are understandable, particularly in situations where decisions 
have broad implications for individuals or society. Striking the appropriate equilibrium between 
predictive accuracy and interpretability remains an enduring challenge in the field. This equilibrium 
holds significant importance in building trust and gaining acceptance for AI systems in practical 
applications, ranging from healthcare to finance and beyond. Figure 1 visually depicts the evolution in 
the volume of studies addressing the interpretability of algorithms over time, TS = ("eXplainable 
Artificial Intelligence " or "XAI"). 
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Figure 1. Studies addressing the interpretability of algorithms (2,221 publications). 

 
Source: self-elaboration based on Web of Science (2024) 

As observed in Table 1, the number of publications is centered around scientific areas, although the 
practical implementation of eXplainable Artificial Intelligence (XAI) models applied to the business 
world is not significant. 

Table 5. Publications by research areas. 

Area Publications % 
Computer Science 1,646 74.111 

Engineering 772 34.759 
Mathematics 571 25.709 

Mathematical Computational Biology 516 23.233 
Communication 300 13.507 

Source: self-elaboration based on Web of Science (2024) 

Next, we proceed to analyse publications related to Machine Learning and Artificial Intelligence 
applied to the Human Resources sector, Figure 2, without currently delving into studies on 
interpretability in this area, TS = ("Machine Learning" or "Artificial Intelligence") AND TS = ("Resource 
Humans" or "HR"). 

Figure 2. Studies addressing the ML / AI applied to the Human Resources (1,314 publications). 

 
Source: self-elaboration based on Web of Science (2024) 
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Finally, we focus on studies related to eXplainable Artificial Intelligence (XAI) that directly impact the 
Human Resources field, Table 2, TS = ("eXplainable Artificial Intelligence " or "XAI") AND TS = 
("Resource Humans" or "HR"). 

Table 2. Publications XAI and Human Resources. 

Publications 
Applying XAI to an AI-based system for candidate management to mitigate 
bias and discrimination in hiring (Hofeditz et al., 2022) 
Analyzing Employee Attrition Using Explainable AI for 
Strategic HR Decision-Making (Marín Díaz et al., 2023) 

Source: self-elaboration based on Web of Science (2024) 

As evidenced by Figure 2 and Table 2, the utilization of predictive models in the Human Resources 
domain is extensively documented. However, it is noteworthy that articles specifically addressing 
interpretability amount to a total of 2. 

3. METHODOLOGY 

3.1. Interpretable Machine Learning 

Interpretable Machine Learning (IML) is a pivotal component when decisions carry significant 
implications. This in-depth exploration will delve into various methods of interpretability and their 
practical implementation in environments where decision-making is of paramount importance. 

When examining the interpretability of machine learning models, scholars commonly classify them 
into two fundamental categories (Carvalho et al., 2019). Firstly, 'transparent models,' often referred 
to as 'white box models,' aim to establish a clear connection between input variables and resulting 
outputs. On the other hand, 'opaque models,' or 'black box models,' lack easily interpretable decision 
rules. It is noteworthy that even within the realm of transparent models, interpretability remains a 
topic of ongoing discussion, as highlighted in a distinct study that raises questions about their 
interpretability (Lipton, 2018). 

Figure 3 portrays an inverse correlation between interpretability and accuracy, emphasizing the 
intricate challenge of striking a balance between model interpretability and predictive precision 
(Molnar, 2019). Distinguishing between these model types provides valuable insights into the 
spectrum of interpretability within the domain of machine learning. This nuanced perspective 
enhances our comprehension of model behaviours and performance, contributing depth to the 
ongoing discourse on interpretability. 

It is essential to acknowledge that the presence of bias and noise in data can distort interpretations. 
Addressing these issues is imperative before embarking on any interpretability analysis. Data cleaning 
techniques, such as class balancing, play a crucial role in mitigating bias, while noise removal ensures 
that interpretations rely on reliable information (Gilpin et al., 2019). The following outlines various 
methods for interpreting algorithms. 

https://www.webofscience.com/wos/alldb/full-record/WOS:000901658500001
https://www.webofscience.com/wos/alldb/full-record/WOS:000901658500001
https://www.webofscience.com/wos/alldb/full-record/WOS:001115212200001
https://www.webofscience.com/wos/alldb/full-record/WOS:001115212200001
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Figure 3. Interpretability and Accuracy. 

 
Source: self-elaboration based on (Duval, 2019). 

Feature Importance Analysis: Quantifies the impact of individual features on model predictions, often 
expressed through coefficients or weights (Perisic & Pahor, 2020). Commonly applied in linear models, 
providing explicit feature contributions. 

Decision Tree Structure Analysis: Investigates the hierarchical decision-making process of decision 
trees, offering insight into feature importance and splits. Decision trees and ensemble methods like 
Random Forest (Freitas, 2014). 

Gradient-Based Attribution Methods: Leverages partial derivatives to attribute model predictions to 
specific features, enhancing understanding of feature contributions. Local Interpretable Model-
agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP) (Molnar, 2019). 

Residual Analysis: Examines the discrepancies between predicted and actual outcomes, aiding in the 
identification of systematic errors (Sangeetha & Prasad, 2006). Residual plots help reveal patterns and 
model shortcomings. 

Visualization of Feature Relationships: Utilizes graphical representations to depict the relationships 
between features and model predictions. Scatter plots and heatmaps for intuitive interpretation 
(Goldstein et al., 2015). 

Permutation Feature Importance Analysis: Evaluates the importance of features by systematically 
permuting their values and measuring the impact on model performance (Altmann et al., 2010). A 
rigorous approach to discerning feature importance under various perturbations. 

Variable Profiling and Sensitivity Analysis: Explores how model predictions evolve as individual 
features undergo controlled variations (Montavon et al., 2018). Comprehensive sensitivity analyses, 
assessing global and local model responses. 

Analysis of Intermediate Model Representations: Investigates the transformations and 
representations within intermediate layers of complex models, shedding light on information 
processing (Goodrich, 2010). In-depth examination of neural network architectures. 
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Association Rule Mining: Identifies frequent patterns and associations in the data, contributing to the 
understanding of feature interactions (Hsieh, 2004). Application of the Apriori algorithm to discover 
significant rule sets. 

While interpretable machine learning enhances decision-making, challenges must be navigated. 
Striking a balance between accuracy and interpretability is an ongoing challenge, and understanding 
the trade-offs is crucial. Additionally, the ethical considerations of interpretable models, especially in 
sensitive decision-making contexts, require careful attention. 

3.2. Analytic Hierarchy Process (AHP) 

The Analytic Hierarchy Process (AHP), introduced by Thomas Saaty (Thomas L. Saaty, 2008), is a 
decision-making technique  designed to address complex and multi-criteria problems. This method 
involves hierarchically structuring decision factors and systematically comparing available options, 
applicable across diverse domains such as business, engineering, healthcare, and environmental 
planning. 

Considerations for applying AHP include the number of experts involved in decision-making, varying 
from a single expert to a group. Engaging multiple experts incorporates diverse perspectives, 
enhancing the robustness of decisions. The decision environment, classified into structured and 
unstructured, influences AHP's effectiveness. In structured environments, well-defined and 
quantifiable criteria facilitate systematic comparison, while unstructured environments require expert 
judgment and qualitative assessments, Figure 4. 

Figure 4. Analytic Hierarchy Process (AHP). 

 
Source: self-elaboration based on (Saaty, 1980). 

AHP offers a versatile decision-making approach adaptable to various scenarios, specifically tailored 
for intricate decision scenarios with multiple criteria (Cid-López et al., 2016). Factors like multiple 
experts, decision environment, and the number of criteria are crucial for effective AHP utilization, 
allowing decision-makers to categorize problems and apply appropriate techniques. 

3.3. Proposed Model 

Through the AHP model, we can derive the various weights of the most significant features obtained 
via XAI and incorporate the human factor into the decision-making process. The decision regarding the 
hiring of a specific profile is not solely determined by AI. In our case, we conduct an analysis of the 
model's most crucial characteristics related to employee attrition. These features play a pivotal role in 
the decision-making process for hiring new employees, emphasizing those essential characteristics to 
prevent attrition. 

In this decision-making process, guided by the insights provided by the AI model, we can apply the 
Analytic Hierarchy Process (AHP). This structured approach allows us to prioritize and weigh the 
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identified characteristics, aligning with the model's recommendations to enhance the hiring decision-
making process. 

The process is detailed below and is depicted in Figure 5. 

Figure 5. Proposed Model (AI + XAI + AHP). 

 
Source: self-elaboration based on (Shafique & Qaiser, 2014). 

Data Collection and Preprocessing: Begin with obtaining relevant data and preparing it for analysis. 
During preprocessing, address issues such as outliers, missing data, and normalization. 

Model Selection and Design: Choose an appropriate model for the problem and design its 
architecture. Consider interpretable models, such as decision trees or linear regressions, when 
possible. 

Model Training: Use labeled data to adjust the model's parameters. Validate and fine-tune 
performance on a validation set. 

Model Validation and Interpretation: Evaluate the model on an independent test set to measure its 
performance. Interpret how the model makes decisions in specific cases. 

Model Deployment: Implement the model in an operational environment for real-time predictions. 

Continuous Monitoring: Monitor the model's performance in production and adjust as needed. 

Feedback and Continuous Improvement: Gather user feedback and adjust the model based on new 
needs or changes in the data. 

AHP Decision Process: Once the most relevant features of the predictive model are identified, apply 
these features in a decision-making process using the Analytic Hierarchy Process (AHP). 

By integrating AHP in the final stages of the process, after selecting the most relevant characteristics 
from the predictive model, we can enhance the decision-making process with a systematic and 
interpretable approach. 

4. PRACTICAL APPLICATION 

The data were gathered from the publicly available IBM HR database (Kaggle HR Analytic Data Set, 
n.d.), and Table 3 enumerates the features comprising the dataset. 
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Table 3. Data Set IBM HR. 

Features 
Age Monthly Income 
Attrition Monthly Rate 
Business Travel Number of Companies Worked 
Daily Rate Over18 
Department Over Time 
Distance from Home Percent Salary Hike 
Education Performance Rating 
Education Field Relationship Satisfaction 
Employee Count Standard Hours 
Employee Number Stock Option Level 
Environment Satisfaction Total Working Years 
Gender Training Times Last Year 
Hourly Rate Work Life Balance 
Job Involvement Years at Company 
Job Level Years in Current Role 
Job Role Years since Last Promotion 
Job Satisfaction Years with Current Manager 
Marital Status  

Source: IBM HR (Kaggle HR Analytic Data Set, n.d.) 

After completing the research process, exploratory analysis, and predictive modeling, the model that 
best fits our observations is XGBoost, with an Accuracy Mean of 85.91. The model is a black-box, and 
therefore, we apply algorithm interpretability to understand the most relevant features influencing 
employee turnover. 

Figure 6. Features Importance, ELI5. 

 

After completing the research process, exploratory analysis, and predictive modeling, the model that 
best fits our observations is XGBoost, with an Accuracy Mean of 85.91. The model is a black-box, and 
therefore, we apply algorithm interpretability to understand the most relevant features influencing 
employee turnover. 
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Once the importance of features is visualized through ELI5 (Molnar, 2019), it can be observed that the 
determining variables in a selection process would be related to income level. We need to offer a 
contract that is economically competitive. Age shows an inverse correlation with turnover – the higher 
the age, the lower the probability of abandonment. The same holds true for marital status; singles 
exhibit a higher propensity for turnover. Avoiding overloading workers with extra hours is crucial; we 
seek a positive attitude and satisfaction with the work environment. Additionally, minimizing the 
commuting distance from home is essential. 

This same process can help us assess potential departures among our personnel. We must take care 
of workers facing work overload or earning below-average incomes, especially those with longer-than-
average commuting distances from home. As observed, interpretability provides a powerful 
mechanism for determining the most crucial criteria in a selection process or in guiding and supporting 
workers. 

The AHP model, once the criteria for personnel selection are defined, allows us to obtain a criterion 
weighting according to values provided by the predictive and interpretable model. This facilitates the 
decision-making process, enabling the selection of the best alternative for the vacant position. 

For the case study, we conducted the AHP analysis to determine a selection process with three 
potential candidates, considering the following criteria and alternatives, as well as the following pair-
wise comparison matrices.  

Figure 7. AHP Analysis, selection process. 

 

After completing the entire process, alternative 1 is considered the optimal choice with a weight of 
49.81%, the second option corresponds to alternative 3, with a weight of 33.86%, and finally, 
alternative 2 with a weight of 16.33%. Therefore, upon concluding the process, it can be asserted that, 
considering the interpretability applied to employee turnover, along with the AHP method adhering 
to the recommended criteria for the hiring process, we opt for the most suitable candidate.  
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5. CONCLUSIONS 

In this study, eXplainable Artificial Intelligence (XAI), was utilized to address the issue of employee 
turnover. The use of interpretable techniques allowed for the identification and measurement of the 
importance of various characteristics related to this phenomenon. 

Through the measurement of feature importance with ELI5, a detailed investigation was conducted on 
the criteria that could trigger employee turnover. This approach provided a solid foundation for 
developing a more informed personnel selection process aimed at preventing employee attrition. 

The application of interpretability in Machine Learning (ML) algorithms emerges as a crucial 
component in decision-making. The ability to understand and explain model decisions not only 
enhances confidence in these models but also facilitates the adoption of more ethical and well-
founded decisions. 

This work underscores the imperative need to consider interpretability in ML algorithms, not only for 
its practical utility but also for the associated ethical implications. Opacity in automated decisions can 
lead to unexpected consequences and a lack of accountability. The adoption of interpretable 
approaches aligns with the pursuit of transparency and responsibility in algorithm implementation. 

The practical application of interpretability in the context of employee attrition highlights its utility in 
identifying and understanding determining factors. This knowledge is valuable not only for decision-
making in human resources but also contributes to talent retention and strengthens organizational 
policies. 

The integration of Explainable Artificial Intelligence (XAI) and the application of Decision Theory, 
specifically the Analytic Hierarchy Process (AHP), bestow decisions with an enriching collaboration 
between humans and machines. This synergistic approach not only enhances interpretability in 
complex decision-making scenarios but also underscores the symbiotic relationship between human 
insight and machine-driven analyses, contributing to a more informed and ethical decision landscape. 
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