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ABSTRACT
Let us consider a game withn players where the set of possible strategies depend on the decision of the other
player. In this case, if the players behave rationally the solution is a point of generalized Nash equilibrium (GNE).
These points can be obtained as solutions of a special class of bilevel programs. In this work, the bilevel problem
is substituted by a simpler model which can be solved by the so called smoothing approach for mathematical
programs with complementarity constraints. We discuss if the hypothesis for the convergence of this method are
generically fulfilled or not.
Keywords: bilevel problems, generalized Nash equilibrium, generic set, mathematical programs with comple-
mentarity constraints.
MSC: 90C30.

RESUMEN
SeaG un juego den jugadores, donde el conjunto de estrategias factibles de cada jugador depende de la decisión
de los otros. Asumiendo racionalidad, la solución seŕıa un punto de Nashm el cual puede modelarse como
solucíon de un problema de dos niveles. Una forma de solución de este tipo de modelos es mediante el método
de suavizacíon. En este trabajo discutimos cuál seŕa el comportamiento de este método en el caso generico.

1. Introduction

Let us consider the gameG = {I,X1, . . . , Xn, u1, . . . , un} whereI = {1, 2, . . . , n} is the set of players,Xi =
{xi ∈ Rm | gi,k(xi) ≥ 0, k = 1, . . . ,Ki } is the set of feasible strategies of playeri ∈ I andui is the utility function of
playeri. Roughly speaking ifxi ∈ Xi is the strategy chosen by playeri and we denote asx = (x1, x2, . . . , xn) ∈ Rnm

the vector of strategies thenui : Rnm → R represents the profit of playeri if player j = 1, . . . , n, uses strategyxj .
If we assume that that all players are rational, then we can assume that each player gives the best response to the
strategies of the other players. Then the chosen strategy will be a Nash equilibrium. The formal definition will be the
following.

Definition 1.1 x∗ ∈ X1 ×X2×, . . . ,×Xn is a Nash equilibrium point if
For eachi = 1, . . . , n

ui(x∗−i, y) ≤ u(x∗), ∀y ∈ Xi

wherex−i = (x1, . . . , xi−1, xi+1, . . . , xm).
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We will suppose thatXi depends ofx−i and that the set has the following (classical) structure

X(x−i) = {y ∈ Rm | gi,k(y, x−i) ≥ 0, k = 1, . . . ,Kj } .

Then, at a Nash equilibrium it holds that, for eachi = 1, . . . , n :

x∗i ↪→ arg min
y∈X(x−i)

−ui(x∗−i, y), ∀ i = 1, . . . , n.

For its practical solution, we will write the model in a bilevel form

min ‖x− y‖2

s.t.xi ↪→
{

arg min−ui(x−i, z),
s.t. z ∈ X(y−i),

i = 1 . . . , n
(1..1)

A natural way of dealing with this type of model is to substitute the lower level problem by a simpler condition,
for instance the KKT-system. This lead us to a mathematical program with complementarity constraints which can
be solved by SQP, regularization techniques and the smoothing approach. In this work we will study which is the
expected behavior of the smoothing approach for this particular model. We will prove that under relative general
assumptions, the set of feasible solutions constructed by the algorithm will be non empty.
The paper is organized as follows, first we will present some properties of bilevel problems and its relations with
other class of problems. Then we will discuss the convergence of the algorithm. The last section is devoted to obtain
the characteristics of the set of feasible solutions of the resulting problem for almost all quadratic perturbation of the
involved functions and their consequences for the solution algorithm.

2. Preliminary aspects

In this section we are going to present some properties of bilevel problems and mathematical programs with com-
plementarity problems. We will discuss on the relations between both types of problems and the convergence of a
solution method based on a parametric approach.
Bilevel programs solve the model

PBL : min
x,y

f(x, y) s.t. (x, y) ∈MBL (2..1)

MBL =
{

(x, y) ∈ Rn+m

∣∣∣∣ gj(x, y) ≥ 0, j ∈ J = {1, . . . , q},
and y solvesQ(x)

}
.

Here
Q(x) : min

y
φ(x, y) s.t. y ∈ Y (x) = {y ∈ Rm | vi(x, y) ≥ 0, i ∈ I = {1, . . . , l}}

and(f, g1, . . . , gq) ∈ [C2]1+q
n+m and(φ, v1, . . . , vl) ∈ [C3]1+l

n+m.
Bilevel problems form an important class of mathematical programs. They appear for example in Cournot equilibrium
models, in Stakelberg Games (cf., [1]), and in semi-infinite programming (see [12], [11]).
BL problems are difficult to solve. Note that to check if(x, y) ∈ MBL, we have to guarantee thaty is a solution of
a non-linear problem, which is not an easy task in the general case. Moreover the feasible set of a BL may be non
closed (seee.g., [12]). During the last 20 years, books and many papers are dedicated to this topic, seee.g., [1], [8],
[4] and the references therein.
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If for all x the functionsφ,−v1, . . . ,−vl are convex iny and the LICQ holds for allx atY (x), then a BL problem can
be reduced into an MPCC, namely the lower level constraint thaty has to solve the programQ(x), is replaced by the
KKT-conditions

∇yφ(x, y)−
∑l

i=1 λi∇yvi(x, y) = 0,
vi(x, y) ≥ 0, i = 1, . . . , l,

λi ≥ 0, i = 1, . . . , l,
λivi(x, y) = 0, i = 1, . . . , l.

(2..2)

So, instead ofPBL, we consider the program

PFJBL : min
x,y,λ

f(x, y) s.t. (x, y, λ) ∈MFJBL, (2..3)

where
MFJBL =

{
(x, y, λ) ∈ Rn+m+l+1 | (2..2) holds andgj(x, y) ≥ 0, j ∈ J .

}
Here,MFJBL|Rn×Rm denotes the projection ofMFJBL into the spaceRn × Rm.
ProblemPFJBL represent specially structuredMathematical programs with Complementarity Constraints(MPCC).

min
z

f(z)

s.t. z ∈MCC

MCC =

z ∈ Rn

∣∣∣∣∣∣∣∣
hk(z) = 0, k = 1, . . . , q0,
gj(z) ≥ 0, j = 1, . . . , q,

ri(z)si(z) = 0, i = 1, . . . , l,
ri(z), si(z) ≥ 0, i = 1, . . . , l


(2..4)

These problems have a less complicated structure than the original BL. In particular the feasible setMFJBL is always
closed. For literature on MPCC we refer the readere.g., to [10], [9], [3], [5] and [2].
Note that although it is not difficult to check if a point is feasible or not, classical constraint qualifications do not hold
and the set of feasible solutions is has a disjunctive structure. So, new methods of solutions have appear. One of them
is the so called smoothing approach. The idea is that forτ → 0+, find z(τ) solutions of:

min
z

f(z)

s.t. z ∈MCC(τ)

MCC(τ) =

z ∈ Rn

∣∣∣∣∣∣∣∣
hk(z) = 0, k = 1, . . . , q0,
gj(z) ≥ 0, j = 1, . . . , q,

ri(z)si(z) = τ, i = 1, . . . , l,
ri(z), si(z) ≥ 0, i = 1, . . . , l


(2..5)

It is desired that such a solutions exists whenτ → 0 and thatz(τ) → z(0) whenτ → 0+.
For the convergence conditions we need the following definition

Definition 2.2 z is anon-degenerate solution of MPCCif it is a non-degenerate critical point of the relaxed problem:

PR(z) : min f(z)
s.t. z ∈MR

(2..6)

MR =

z ∈ Rn

∣∣∣∣∣∣∣∣
gj(z) ≥ 0, j = 1, . . . , q,

ri(z) = 0, si(z) ≥ 0, i ∈ Ir(z),
si(x) = 0, ri(x) ≥ 0, i ∈ Is(z),
ri(z) ≥ 0, si(z) ≥ 0, i ∈ Irs(z).


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where
Irs(z) = {i | ri(z) = si(z) = 0}, Ir(z) = {i | ri(z) = 0, si(z) > 0}, Is(z) = {i | si(z) = 0, ri(z) > 0} and
J0(z) = {j | gj(z) = 0} ,.

We have the following result

Theorem 1 (cf. Bouza-Still (06)) If z(0) is a non-degenerate solution (in the MPCC sense)‖z(τ)−z(0)‖ = O(
√

τ).

This result includes the fact that is the LICQ hold atz ∈ MR for all possible combination of the feasible solutions
set, thenMτ is non empty. Moreover it holds that for all neighborhoodV such thatM∩ V 6= ∅, then forτ small
enoughMτ ∩ V 6= ∅.
We want to point out that for genericf, g, r, s, the smoothing algorithm converges and‖z(τ)− z(0)‖ = O(

√
τ). It is

a clear consequence of Theorem 1 and the following result:

Theorem 2 (cf. Scholtes-Sẗohr (01)) Generically with respect tof, g, r, s all solutions of MPCC are non-degenerate
solutions (in the MPCC sense).

3. Genericity result

In this section the main results of this paper are obtained. We will begin by presenting some characteristics of the
particular bilevel model we are dealing with. Then we will see if the hypothesis of Theorem 1 are fulfilled generically.
Let us recall the MPCC model resulting after applying the KKT-approach to model (1..1):

min ‖x− y‖2
s.t. −∇xi

ui(x)−
∑Ki

k=1 λi,k∇xi
gi,k(xi, y−i) = 0, i = 1, . . . , n

gi,k(xi, y−i) ≥ 0, i = 1, . . . , n, k = 1, . . . ,Ki,
λi,k(x) ≥ 0, i = 1, . . . , n, k = 1, . . . ,Ki,

λi,kgi,k(xi, y−i) ≥ 0, i = 1, . . . , n, k = 1, . . . ,Ki,

(3..1)

In order to have simpler notations we take as(xi, y−i) = (y1, . . . , yi−1, xi, xi+1, . . . , xn).
Note that sinceX(y−i) depends ony−i, we can not assure that LICQ is stable under perturbations of the functions
ui, gi,k, i = 1, . . . , n, k = 1, . . . ,Ki, see [6] for the particular casey−i ∈ R.
If LICQ is not satisfied, then we can not guarantee that the feasible set of problem (3..1) containsMBL. However it
is a common assumption that the utility functionui is concave and that the set if feasible solutionsX(y−i) is convex.
Then we can suppose that−gi,k are convex and the lower level problem will be convex. Using a classical result of
convex programs see [7], it holds that a stationary point is an optimal solution of the lower problem, and hence feasible
of the original model. We have shown the following proposition implies

Proposition 1 If (x, y, λ) feasible point of problem (3..1) then it is a feasible solution of (1..1) .
The solutions of (3..1) are at least a feasible solution of (1..1).

Now let us prove the genericity result

Theorem 3 If (u, g) ∈ [Cn
mn×C

∑n
i=1 Ki

mn ]∞, then for almost all(b, d) ∈ Rnm×R
∑n

i=1 Ki , MPCC-LICQ holds at all
the feasible solutions of the MPCC defined by the functions(ui(x)+bT

i x, gi,k(x)+di,k), i = 1, . . . , n, k = 1, . . . ,Ki,.
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Proof:
Note that a feasible point of the problem defined by the (perturbed) functions(ui(x) + bT

i x, gi,k(x) + di,k), i =
1, . . . , n, k = 1, . . . ,Ki, fulfills

−∇xiui(x) + b−
∑Ki

k=1 λi,k∇xigi,k(xi, y−i) = 0, i = 1, . . . , n
gi,k(xi, y−i) + d = 0, i = 1, . . . , n, k ∈ Ii,

λi,k(x) = 0, i = 1, . . . , n, k ∈ J i, ,

(3..2)

for some setsIi = {k : gi,k(x) + cT x + d = 0} andJ i = {k : λi,k = 0}. For simplicity we assume thatIi contains
the firstli indexes andJ i the lastKi − li,2, li,2 ≤ li. Note that the Jacobian with respect tox, y, d, c, b

∂x,y ∂λ ∂b ∂d

⊗ ⊗ Inm 0

⊗ 0 0

I|I1||0 0 0

0
... 0

0 0 I|In||0

0

0|I|J1| 0 0

0
... 0

0 0 0|I|Jn||0
0 0

has full row rank. Then by the parameterized Sard Lemma [cf. Lemma [6] for almost every(b, d) matrix of the
derivatives with respect to(x, y, λ) has full row rank. This implies the desired MPCC-LICQ.�
This result implies we can guarantee the non-emptiness ofMτ .
For the convergence of the method we need to prove that generically solutions of (1..1) are non-degenerate. This has
some practical difficulties since the objective function has a very particular structure.
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