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ABSTRACT

Virtuality is an innovative process seen in recent years. This process allows transforming scenarios to a virtual environment
for simulations, practices, or tests so that all results can be studied. In turn, these environments can be supported by new
tools and methodologies that increase the analysis capabilities, such as motion capture to generate animations, tracking
of robotic equipment and the study of human movement, which benefits the development of systems with these objectives.
A prototype of a nonintrusive virtual trainer capable of capturing motion and determining the correct execution of
exercise routines is presented, using a virtual environment developed in the Unity video game engine. The system
employs a SHDR webcam for real-time capture of the movement performed by the user, which is processed to track the
pose and joints using Machine Learning through the MediaPipe library. This article explains the construction of the
prototype and presents the results of the project.
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RESUMEN

La virtualidad es un proceso innovador visto en los últimos años. Este proceso permite transformar escenarios a un
entorno virtual para realizar simulaciones, prácticas o pruebas de manera que se puedan estudiar todos los resultados.
A su vez, estos entornos pueden apoyarse en nuevas herramientas y metodologías que aumentan las capacidades de
análisis, como la captura de movimiento para generar animaciones, el seguimiento de equipos robóticos y el estudio del
movimiento humano, lo que beneficia el desarrollo de sistemas con estos objetivos. Se presenta un prototipo de
entrenador virtual no intrusivo capaz de capturar el movimiento y determinar la correcta ejecución de las rutinas de
ejercicio, utilizando un entorno virtual desarrollado en el motor de videojuegos Unity. El sistema emplea una cámara
web SHDR para la captura en tiempo real del movimiento realizado por el usuario, que se procesa para rastrear la pose
y las articulaciones mediante Machine Learning a través de la biblioteca MediaPipe. Este artículo explica la construcción
del prototipo y presenta los resultados del proyecto.

PPPPPalabras clavealabras clavealabras clavealabras clavealabras clave: : : : : Captura de movimiento; entornos virtuales; aprendizaje automático; rutinas de ejercicio; Unity.
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I. INTRODUCTION

VIRTUAL ENVIRONMENTS (VE) have had a
growing impact in recent years thanks to the
adaptability they have in simulating any type of
real scenario that has a type of interaction with
the user. There are applications focused on medical,
mechanical, and even spatial environments, where
the user or patient can achieve an experience almost
equal to reality.

The properties of the VE to be developed
depend on the task to be solved. Generally, these
environments are accompanied by tools and
technologies that provide a certain degree of
interactivity with respect to an effect. Studies such
as[1] demonstrate the effectiveness of VEs together
with electromyographic (EMG) sensor equipment
to anticipate and estimate the position of the head,
which improves the sensation of movement for
Head-Mounted Displays (HMD) in simulators.

On the other hand, applications are seen as[2]
and[3] focused on clinical medicine and neuropsy-
chology, respectively, where cognitive rehabili-
tation methodologies and visuospatial medical
assessments are applied for patient treatment. By
including processing such as virtual reality (VR),
refined VEs are obtained in the study and assess-
ment of a user’s functional capabilities.

Regarding the specific case of this study, motion
capture is another new technology integrated as a
tool to be applied to VEs, thanks to its adaptability
and real-time model reconstruction using reflective
markers. The literature review in[4] demonstrates
the growing influence of this equipment for its
application in human motion analysis, indicating a
general efficiency in those systems validated to be
applied in environments with biomechanical
studies.

However, there are nonintrusive systems seen
in[5] that apply motion capture using a processing
known as volume intersection which solves, to a
large extent, the use of specialized motion capture
hardware to accomplish this task. Image processing
coupled with the development of convolutional
neural networks (CNNs) is another nonintrusive
method for the application of motion capture on
less expensive equipment[6].

This reduces the need to acquire physical
equipment focused on motion capture; thanks to
this means, new VEs have been developed that use
a simple webcam for motion detection, so it is
possible to study and analyze the motion perfor-
med by an object or a user remotely or at any
workstation.

The application of these systems benefits those
situations where there is no access to a specialized
center, either due to high costs or mobility
restrictions, as seen in recent years due to global
epidemics. This problem is visualized in the
impediment that some individuals have in exercising
these practices in Panama. An example of this was
the adaptation of educational centers in subjects such
as physical education to cope with virtual practice[7].
One solution lies in VEs, together with tools such as
motion capture, which have made it possible to
facilitate the experience in environments of different
areas, both industrial and professional processes or
daily activities, dance centers, training, and
rehabilitation[8][9][10].

From this problem, the following question
arises: What is the appropriate architecture to build
a virtual environment that can perform motion
capture in a nonintrusive way? A functional,
inexpensive, and nonintrusive system can become
a useful tool for those individuals who cannot
experience these activities at home.

In view of the approach, this paper aims to
present the methods and implementations
necessary to develop a prototype VE for the
simulation of a virtual trainer using motion captu-
re technologies. The system bases its programming
on daily exercise routines so that the user can
simulate them by pose tracking and experience
training in a real gym from a VE designed in Unity.

Finally, the article is structured as follows: The
first section introduces the reader about the issues
focused in the research study, then the second
section explains the methodology applied to the
study. The third section indicates the tools and
methods for the development of the prototype, as
well as the data collection and testing. The fourth
section analyzes the results obtained and finally,
the fifth section presents the conclusions of the
project.
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II. METHODOLOGIES

A. Research methodology

The following figure shows the steps of the
methodology used.

Fig. 1. Steps of the applied research methodology.

B. Software methodologies

The prototype methodology was used for soft-
ware development, starting with the first step to
know the specifications of the system. After this,
the conceptual design and creation of the
prototype was developed, and the system tests
were started in order to evaluate the effectiveness
of the software used. Once the tests are comple-
ted, the results are evaluated to apply the
identified improvements to the prototype to
obtain the desired system.

Fig. 2. Cycle for the development of software prototypes.

III. MATERIALS AND METHODS

The development of this prototype consisted
of the implementation of both hardware and soft-
ware equipment. Each of them will be explained.

A. Technologies involved

Both hardware and software equipment and
components were used to build the prototype. Each
of these is described below.

HD Webcam SHDR

The SHDR (Super High Dynamic Range)
Webcam[11] is a camera integrated into a computer
with the ability to capture images of different levels
of light exposure, which overexposes the captured
textures improving the graphic quality.

Fig. 3. SHDR webcam.

B. Software used

The following software tools and environments
were used to manage information processing.

Python 3.10

Python 3.10[12] is a multipurpose object-oriented
programming language, versatile for the develop-
ment of artificial intelligence environments and
programs, Machine learning, Deep learning, in
addition to the study of Data Science and web
development.

Unity

Unity 3D[13] developed by Unity Technologies,
is an engine or tool for the development of video
games and multiplatform virtual environments. It
integrates an event interpreter to design scenarios,
animations, image rendering and provides a
physics engine that allows giving effects to the
actions that occur in an environment.
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Blender

The Blender suite[14] is a tool for the develop-
ment and design of 3D or three-dimensional
models integrating various platforms for graphic
design. It provides rendering, video editing,
texturing and simulation methods, making it a
professional platform for computer media
production.

Libraries

For the development of image processing and
pose tracking, the following libraries were used:

• OpenCV[15] // For the integration of vision
and image reading tools.

• MediaPipe[16] // For the use of modules
with Machine Learning utilities together
with real-time audio and video processing.

• Socket[17] // For running nodes on a local
network so that they can communicate via
an IP and a computer port.

C. Participants

We proceeded to conduct a study on the
behavior of the prototype, using a convenience
sampling by selecting a set of 6 participants, with
or without experience performing daily exercise
routines. A table with the participants’ information
is shown below:

Num. Age Genre 
Weight 

(Kg) 
Height 

(cm) 

1 22 M 67 178 

2 22 M 70 173 

3 21 M 64 166 

4 22 M 94 171 

5 22 M 65 182 

6 21 M 100 184 

Table I. Participants selected for the tests

D. Data collection

For data collection in the tests performed, each
participant was instructed to perform a set of 10

tests, or repetitions, in the four modalities of
routines integrated into the system: right elbow
flexion, left elbow flexion, squats and scissor
jumping. For each of the tests, the total time
required by the participant to complete the sessions
was taken.

Fig. 4. Participant performing the tests together with the VE

during data collection.

The tests were captured in real time showing
the operation of the prototype to the participants
while they simulated the movement indicated by
the system. Once they have completed the routine,
they take a two-minute break to continue with the
next exercise.

E. System execution

The prototype starts by running the Python
system for capturing images in real time by means
of the SHDR webcam on the computer used. The
camera takes the first capture applying a filter that
creates a segmentation of the human body so that
the pose is estimated by a DataSet processed via
machine learning from the interpreter; this
generates the reference points in the pose tracking
in the image. Once the system estimates the poses
and the location of the body joints with respect to
the depth level, the points are stored in a list that
is sent to the VE in Unity through a Socket with
the IP and port indicated in the equipment. Upon
receiving this data, the VE hosts the locations of
the points to a set of traces that assimilate the image
captured from Python, which simulates the
captured motion.
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Then, using programming interpreters in the
Unity VE, the vector positions of the limbs are
obtained together with the pose of the upper and
lower part of the human body. This generates a
desired angle thanks to the vector values, which is
compared with a standardized angle of the pose
to be performed by the participant to identify whe-
ther or not it is performing the exercise correctly,
so that it is shown in the VE for visual effects.

Fig. 6. Unity virtual environment simulating the captured motion.

Fig. 5. Conceptual design of the developed prototype.

IV. RESULTS

A survey focused on knowledge and interest
in the tool was conducted. A total of 32 surveys
were applied. According to the data obtained, 88%
of the people surveyed have come to perform
physical exercises before, while 12% have not come
to perform a type of exercise safely.

As for users who have gone to a gym, 50% of
them have attended one of these centers to
exercise. Finally, 94% of the participants indicated

that they would use the tool to perform exercise
routines with support.

Fig. 7. Survey section: Have you done physical exercise before?

Fig. 8. Survey section: Have you ever needed to attend a gym

or specialized center for exercise before?

Fig. 9. Survey section: Would you agree to use a virtual
environment that captures your movements to show and tell

you whether you are performing an exercise routine correctly?
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Participants were given 10 tests for each of the
exercise routines, or modalities, so that a total of
60 tests were captured for each modality. Next,
the tests will be analyzed depending on the
system’s successes and failures in each routine:
A. Tests for right elbow flexion

This modality registered a total of 58 successes,
which reflects a 96.67% effectiveness with the
prototype. The results obtained demonstrate the
degree of efficiency that the system presents for the
solution of the indicated problem, in addition to its
capacity to correctly determine the angular value
of the movement performed by the participants.

The tests identified as failures depended on the
correct detection of each session in the exercise
routines, since these were performed continuously,
even though the system does not detect or classify
the execution of the movement in succession. In
this way, it is possible to analyze the degree of
precision that the prototype possesses when faced
with different angles and body proportions.

Fig. 10. Test results for right elbow flexion.

B. Left elbow flexion tests

Fig. 11. shows the results obtained for the
exercise routines modality in left elbow flexion. A
greater detection of failures is highlighted in
contrast to the previous modality, obtaining 70.0%
effectiveness.

Several reasons why the prototype was more
prone to miss the participants’ arm position were
analyzed. One possible reason is incorrect
placement of the participant with respect to the
desired pose, so that the depth generated by the
interpreter produced a value that was not expected.

Fig. 11. Test results for left elbow flexion.

On the other hand, there is the possibility that the
lighting and contrast of the image resulted in
incorrect tracking, which generated failures to
identify whether the routine was executed
correctly.

C. Squat tests

For this modality, the results reflected positive
values. A 95.0% effectiveness rate was obtained
with 57 hits and 3 misses, so that the prototype
identified the sequences correctly even with the
misses captured in previous modalities.

Fig. 12. Test results for squats.

D. Scissor Jumping Tests

The last modality performed by the participants
was the routine with the best results. Fig. 13 reflects
98.33% effectiveness with only one failure
identified, which is a crucial result to visualize the
methodologies and applications that the system
has.
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It is necessary to emphasize the fact that the
participants were in constant motion for this
modality, in addition to the variations with respect
to the pose tracking obtained by the prototype
together with the VE. Sequentially, the speed of
image processing was sufficient to show a clear
picture of the movement performed by the
participants.

A survey was developed and published to de-
termine people’s awareness of virtual environments,
their applications, and their interest in a virtual
trainer for exercise through motion capture.

The various methods and components, both
hardware and software, were identified for the
precise execution and operation of the prototype,
integrating a low-cost motion capture system.

Interfaces were designed to provide the user
with a means to visualize the operation and
processes managed by the prototype, facilitating
the use of the tool regardless of the technological
knowledge of the participant.

The prototype developed has a degree of
accuracy of 90.0%, taking as a reference the values
obtained in the tests carried out in the different
modalities of the system.

The ability of motion capture methodologies to
be implemented in virtual environments to solve
different problems applicable to a wide variety of
projects was demonstrated.

It is planned to continue with the construction
and the complete development of the project,
analyzing new components that allow to generate
a higher level of precision than the one obtained
in the execution of this research. It is expected to
have an innovative application in the future as a
marketable product.
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