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ABSTRACT 

Decisions based on Machine Learning (ML) algorithms are having an increasingly significant social 
impact; however, most of these systems are based on black box algorithms, models whose rules are 
not understandable to humans. On the other hand, different public and private organisations, as well 
as the scientific community, have recognised the problem of interpretability, focusing on the 
development of interpretable models (white box) or on methods that allow the explanation of black 
box models. 

The aim of this article is to propose a review of the historical evolution and current state of Machine 
Learning algorithms, analysing the need for interpretability. In this sense, the challenges of 
interpretability will be addressed from different points of view: in the field of research, legal, industry 
and regulatory bodies. 

 

INTRODUCTION 

Can machines think? This question was posed by Alan M. Turing (1950) in the middle of the 20th 
century. The answer to this question is the proposal of the so-called Turing test. In this test, Artificial 
Intelligence (AI) is considered to be the way of acting that imitates the intelligent behaviour of human 
beings. From then until now, AI has been surpassing human beings in tasks for which intelligence was 
supposed to be required: strategy games such as chess, driving vehicles, composing symphonies, 
automatic planning, and a long etcetera that seems to have no end in sight. In fact, the changes that 
have taken place in recent decades in the telecommunications sector, accompanied by the 
development of information storage and processing capacity, have led to a paradigm shift that has 
been given the name of Industry 4.0.  

AI corresponds to a field of knowledge that includes Machine Learning (ML) and Deep Learning (DL). 
In both fields, to solve a problem, models are trained to learn the problem in question from existing 
data. Once the rules are obtained, we can apply them to new data sets to produce the appropriate 
answers by applying the rules learned from experience. To perform ML processes, at least three 
fundamental parts are necessary: input data, the expected results and the measurement of the 
algorithm's performance so that the algorithm's work can be adjusted through feedback processes 
(Casella et al., 2013). 

An ML model, once implemented, can complete a task much faster and more reliably than any human, 
delivers consistent results "reliably" and can be infinitely replicated. Training a person to perform a 
task with the same efficiency is costly and can take years.  

An important aspect of the use of ML is the interpretability of the models once they have been trained. 
From this point of view some authors distinguish two types of models (Liu et al., 2016):  

White-box models are models whose predictive or pattern-identifying behaviour can be clearly 
explained based on the variables involved. 
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Black box models are models whose rules are not understandable in a simple way for humans, it would 
be very difficult to explain how the system came to a certain decision on a certain input. For example, 
Artificial Neural Networks (ANNs) and DL algorithms in general, such that millions of operations are 
needed to describe a deep neural network, and there is no way to understand the model in its entirety, 
hiding how the machine solves a task in increasingly complex models. (Liu et al., 2016). 

Some authors even question the interpretability of white-box algorithms (Z. C. Lipton, 2018). Figure 1 
shows, as a general rule, that the higher the interpretability of the ML algorithm, the lower its degree 
of flexibility and consequently the lower its degree of reliability. In other words, there is currently no 
doubt that the most powerful algorithms are not interpretable. 

 

Figure 1. Interpretability vs Flexibility of ML algorithms. 

 
Source: (Duval, 2019)  

 

In low-risk environments it may not be relevant to understand why a decision has been taken. 
However, on most occasions, human beings should understand why a decision that affects them 
individually or collectively has been made. Examples include: a loan decision, a medical decision, self-
driving cars, a selection process for a particular job...  

In a study conducted in 2019 by Brandon Fornwalt, Geisinger Medical Center, Pennsylvania, they 
trained two AI algorithms capable of predicting the risk of death in the first year by reading 
electrocardiograms, even from apparently "normal" people; the algorithm's accuracy was 85% (Samad 
et al., 2019). 

It has been shown that ML models learn very well from the data, but they also pick up biases that may 
be built into the training data voluntarily or unintentionally. This can make the training model 
potentially sectarian and discriminate against certain groups and individuals. These potential biases 
are a key point in investigating the problem of interpretability (Miller, 2019).  

In this paper we will review the challenges facing the problem of interpretability in ML models, 
according to the following structure: in section 2 we will trace the historical evolution of 
interpretability models, in section 3 we will address the importance of decision-making in this context 
and how interpretability is a determining factor in the trustworthiness of ML models, and in section 4 
we will address the challenges in the field of research, legal, industry and regulatory bodies. In section 
5 we will review the interpretability indicators, identifying the quantitative and qualitative factors that 
make an ML model interpretable, and finally we will draw conclusions.  
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HISTORICAL DEVELOPMENT OF INTERPRETABILITY 

From a historical point of view, in 1950 Turing created the test that bears his name, in 1952 Arthur L. 
Samuel created the first algorithm capable of learning, in 1956 the concept of Artificial Intelligence 
was born, in the 70s pattern recognition algorithms emerged, in the 80s expert systems based on rules 
appeared, the concept of ML began to gain relevance in the 90s being currently one of the most 
popular subfields within AI, closely linked to mathematical statistics.  

Historically, the focus of AI research has shifted towards the implementation of algorithms and models 
focusing on predictive power to the detriment of interpretability. Model interpretability was 
emphasised in early machine learning research. The 1970s and 1990s saw the emergence of initiatives 
such as MYCIN (Britannica, 2018), GUIDON (Clancey, 1987). From the 1980s to the 1990s, systems for 
tracking alternative lines of reasoning (TMS) were developed. In the 1990s, initiatives emerged in the 
context of explaining neural networks in healthcare. In 2010, concerns about bias in AI decision-making 
led to a demand for transparent artificial intelligence and a focus on the interpretability of ML models. 

In addition, during recent years we have seen the expansion of social networking systems, which are 
underpinned by the speed of information processing, communications and storage capacity. As a 
consequence, due to the exponential increase in heterogeneous data collection and the enormous 
amount of computational power, machine learning (ML) systems are present in our lives, achieving 
higher predictive performance and, for most of them, greater complexity (Carvalho et al., 2019).  

In practice, what we want is for algorithms to be explainable, i.e. that their operations can be 
understood by human beings. Despite the correspondence between the two terms, interpretable vs. 
explainable, there are authors who develop a certain differentiation between the two concepts (Rudin, 
2019). Initiatives such as Explainable Artificial Intelligence (XAI) (Gunning et al., 2019), focusing on the 
interpretability of machine learning algorithms, aims to move towards an interpretable AI model. 

On the other hand, and concerning the characteristics that should be attached to interpretable models 
(Molnar, 2019), we can highlight: the explanations should be contrasting (P. Lipton, 1990), the question 
we ask ourselves is why a certain prediction was made rather than another, we need to understand by 
comparison. Furthermore, explanations are selected, i.e., from the set of causes that can give a certain 
explanation, we are used to selecting one or two causes as the ones most linked to the explanation. 
Explanations are social, they are part of an interaction between the explainer and the receiver of the 
explanation where in many cases the social environment is involved. Explanations focus on the 
abnormal (Kahneman, 1981), causes that are attributed with high potential but low probability. 
Explanations are true, good explanations prove to be true, the event should be predicted with the 
highest possible probability. Explanations are consistent with prior beliefs, this is called confirmation 
bias, devaluing explanations that do not match your beliefs (Nickerson, 1998). Good explanations are 
general and probable, in the absence of an abnormal scenario, general causes are good explanations 
(Gaussian curve). 

As can be seen, the concept of interpretability suggests the involvement of more than one area of 
knowledge (Carvalho et al., 2019), at least three stand out: data science developing predictive models, 
social sciences leading to understanding, and human-machine interaction to empower the user (Abdul 
et al., 2018).  

Interpretability is therefore a necessary milestone for the success of ML and AI itself. As stated by (Roy, 
2017), "In the end, mathematical models should be our tools, not our masters", which is only possible 
with interpretability. 

Interpretation methods for machine learning can be classified according to several criteria (Z. C. Lipton, 
2018). 
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Intrinsic or post hoc? This criterion distinguishes whether interpretability is achieved by restricting the 
complexity of the machine learning model (intrinsic) or by applying methods that analyse the model 
after training (post hoc). In the former case, interpretability is inherent to the model, in the latter case, 
the methods may or may not be decoupled from the ML model. 

Especific or agnostic? Interpretation tools are limited to specific model classes e.g. linear regression, 
or applicable to any model once trained (post hoc). Agnostic tools can be used on any machine learning 
model and separate the explanation from the type of model. They offer the freedom to choose a set 
of models to address a problem and then compare them. 

Local or global? Does the interpretation method explain an individual prediction or the entire 
behaviour of the model? Or is the scope somewhere in between? 

 

IMPORTANCE OF INTERPRETABILITY IN ML 

According to Miller "Interpretability is the degree to which a human can understand the cause of a 
decision" (Miller, 2019). This means that in the interpretation of a model there is a directly 
proportional link to causality, understanding why a prediction was made by the model. 

On the other hand, a correct prediction only partially solves the original problem, an explanatory black 
box model that has 85% agreement with the original model does indeed explain the original model 
most of the time, however, it is wrong 15% of the time. Therefore, confidence in this black box model 
is limited to that 85% reliability. The higher the interpretability of a machine learning model, the easier 
it is for someone to understand why certain decisions or predictions have been made. In some cases 
it may not be relevant to understand why a certain decision has been made, especially in a low risk 
environment (Doshi-Velez & Kim, 2017). In most cases, however, we need to understand why, as it can 
help us to better understand the problem and the reasons why a model may fail.  

The trend in recent years has been to take advantage of the characteristics of ML and in particular the 
predictive power of black box algorithms for high-risk decision making, for example in legal, financial 
and health services, all of which have a profound impact on society and in particular on human lives 
(Rudin, 2019), a fundamental point in the investigation of the problem of its interpretability (Miller, 
2019; Molnar, 2019).  

The following are some examples of biases applied by ML algorithms in different technologies and 
areas: 

On 7 November 2019, Ruby on Rails creator and entrepreneur David Heinemeier Hansson shared a 
disturbing story on Twitter (Business, 2019), alleging that the Apple card was discriminating against his 
wife. Both he and his wife applied for this card, but he received a credit limit 20 times higher than she 
did, even though they applied for the card at the same time, and filed joint tax returns. 

In the autumn of 2019, Google unveiled a Machine Learning technology called BERT (Bert, 2019) to 
improve its search criteria by incorporating the context of words accompanying the search object. 
However, the data it works with corresponds to the largest digital library in history, bringing with it 
decades of biases and prejudices that are built into the search algorithm, and are likely to be 
perpetuated. 

In 2015, the Google Photos app labelled two African-Americans as "gorillas". (BBC Mundo Tecnología, 
2015). Google engineers analysed the account and discovered that the algorithm had problems 
adjusting for photo contrast, lighting and skin tone. In addition, they confessed that, due to this same 
problem, the algorithm labelled white-skinned people as dogs and seals. 
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In 2016, some of LinkedIn's algorithms were found to have a gender bias (Day, 2016), recommending 
better paid jobs for men. This casuistry may be reinforced by the fact that high-paying jobs are 
predominantly held by men. 

In 2016 Microsoft launched "Tay" (BBC Mundo, 2016), a chatbot whose purpose was to mimic the 
behaviour of a curious teenager seeking to engage in casual conversation on social media with a target 
audience of 18-24 year olds. In less than 24 hours, Tay, through tweets, showed her empathy for Hitler 
or her support for genocide by answering questions from social media users. 

In 2016, the COMPAS algorithm (Correctional Offender Management Profiling for Alternative 
Sanctions) to predict recidivism, developed by Northpointe (now Equivant), was accused of bias against 
African Americans (Larson et al., 2016). 

In 2018, oncologists criticised IBM's Watson for Oncology for providing unsafe and inaccurate 
recommendations (Ross, 2018). 

In 2018, Amazon's resume screening system was found to be biased against women (Dastin, 2018). 

In 2019, algorithms behind Apple's credit card are accused of gender bias (Fast Company, 2019). 

As can be seen, there are a significant number of predictive models whose outcome determines a 
negative impact on people's safety and rights, leading to serious violations of ethical and equity 
principles. In this context, it is essential to build tools that allow for model exploration, in particular to 
explain the model, examine and evaluate its performance, and understand its weaknesses and failures.  

Equally important are algorithmic audits to detect discrimination and bias, and to incorporate ethical 
values into these systems (Carvalho et al., 2019). 

According to (Doshi-Velez & Kim, 2017) the aspects that could be optimised through interpretability 
are as follows: 

Impartiality, unbiased, non-discriminatory predictions. 

Privacy, protection of information. 

Reliability, small changes in the data input do not affect the prediction. 

Causality, only collect causal relationships (cause-effect). 

Confindence, systems must explain their decisions in order to be reliable. 

 

The fundamental objective is to gain trust and social acceptance of ML algorithms through 
interpretability. 

 

INITIATIVES TOWARDS INTERPRETABLE AI 

Currently, there is no real consensus on what interpretability in Machine Learning models is, nor is it 
clear how to measure interpretability. However, technology companies, international organisations 
and public administrations are aware of the problem and are taking steps to mitigate the 
consequences of discriminatory bias in algorithms. 
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Technology Companies 

IBM launched the Fairness 360 Kit project in 2018 (Hughes et al., 2020), this open source toolkit helps 
to examine, report and mitigate discrimination and bias in machine learning models. Adversarial 
Robustness 360 (ART) Toolbox (Adversarial Robustness Toolbox, 2021) is a Python library for machine 
learning security. AIX360 Toolkit (AI Explanability 360, 2021) is a comprehensive open source toolkit 
with various algorithms, codes, guides, tutorials and demos that support the interpretability of 
machine learning models.  

Microsoft has a model interpretation SDK in Azure Machine Learning for use in Python (Microsoft, 
2021). 

Google has an API, Explainable AI (Hughes et al., 2020), is a set of tools and frameworks capable of 
helping to debug and understand the behaviour of Machine Learning models.  

H2O Driverless AI, a machine learning platform (H2O.ai., 2020) offered by H2O.ai, offers 
interpretability as one of its distinguishing features. 

DataRobot (DataRobot, 2021), is another commercialised ML solution, "includes several components 
that result in models that are highly interpretable by humans". 

Google Vizier is a service for optimising black box models. (Golovin et al., 2017). 

Facebook, in collaboration with Georgia Tech, published an article showing a tool for visual exploration 
of industrial-scale DNN models (Kahng et al., 2018). 

Uber recently announced Manifold, a model-agnostic visual debugging tool for ML (Zhang et al., 2018). 

Other companies are taking steps in the same direction; however, perfection cannot be expected, 
there will always be undetected biases, or biases that cannot be eliminated. 

 

Legislation, Organisations and Regulatory Documents 

As business and government decisions become increasingly automated, the need to protect against 
black box algorithms will be critical. We will need to know how and why decisions are made, 
understanding is crucial to move forward safely. To this end, it will be necessary to work on the control 
and auditing of algorithms whose decisions directly affect people, independent bodies will be needed 
that are capable of determining the "quality" of the algorithm, providing sufficient guarantees to 
citizens, thus increasing the social acceptance of this type of practice. Ensuring that the following 
qualities are met: fairness, privacy, reliability, robustness, causality, trustworthiness (Doshi-Velez & 
Kim, 2017). 

Profiling and automated decisions can pose significant risks to individual rights and freedoms. 
European and Spanish data protection legislation obliges and requires certain safeguards. Article 22 of 
the GDPR (UE, 2016) provides that European citizens have the right not to be subject to a decision 
based solely on automated means, including profiling, if the decision produces legal effects which 
significantly affect them in a similar way.  

On the other hand, we have the ISO/IEC 27001 standard (Blackmer, 2018), which aims to ensure the 
confidentiality, integrity and availability of an organisation's information and the systems and 
applications that process it, this standard has been developed by the International Organisation for 
Standardisation (ISO), and will have to adapt its content to the needs arising from the interpretability 
in the IA (Weller, 2019). 
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One of the most notable entities in the field of AI research, Defense Advanced Research Projects 
(DARPA), created the XAI programme (Gunning et al., 2019). In 2016 the White House Office of Science 
and Technology Policy (OSTP) published the US report on AI entitled "Preparing for the Future of 
Artificial Intelligence". (Bundy, 2017).  

The Royal Society, which is the UK Academy of Sciences, published a report on its machine learning 
project in April 2017 (Royal Society of Great Britain, 2017). 

In Spain, the technical subcommittee for standardisation CTN 71/SC 42 - Artificial Intelligence and Big 
Data was set up in December 2019 (UNE, 2021) precisely to elaborate standards in the field of AI, 
participating in the development of global standards being developed in the international committee 
ISO/IEC JTC 1/SC 42 Artificial Intelligence (Standardization, 2021). 

In April 2018, the European Commission published the following communication on Artificial 
Intelligence for Europe (Commission, 2018). In 2019, the High-Level Expert Group on Artificial 
Intelligence formulated guidelines on trustworthy AI (European Commission, 2019). In parallel, the 
first coordinated plan on AI was published in December 2018 as a joint commitment with the Member 
States (Digitales et al., 2020).  

The Commission's White Paper on AI, published in 2020, sets out a clear vision for AI in Europe: "an 
ecosystem of excellence and trust that lays the foundation for today's proposition" (Comisión Europea, 
2020). 

In April 2021, the European Commission, in coordination with member states and with the aim of 
strengthening trust and excellence in AI, launched a risk-based approach that penalises, and even bans, 
AI systems that are considered a clear threat to security. High-risk systems will be subject to strict 
obligations before they can be placed on the market (Munchen, 2021).  

Gradually, both EU and non-EU countries will join such initiatives, so as to offer a glimmer of hope and 
try to ensure reliability in AI systems. 

 

Science 

The easiest way to achieve interpretability is to use interpretable ML algorithms (white box models), 
including linear regression, logistic regression, decision trees, RuleFit and Naive Bayes. (Molnar, 2019). 
From these models, features can be extracted in terms of other features that allow the model to be 
defined and interpreted at a global level (Sundararajan et al., 2017).  

On the other hand, there are model-specific methods of explanation, many of which are designed to 
be used with neural networks that are difficult to interpret (black box models). Another option is to 
extract knowledge from a more complex model by approximating it with an interpretable model 
(Bastani et al., 2017; Tan et al., 2018).  

Finally, we have the agnostic methods of explanation, which do not depend on the ML model, and are 
post hoc, the great advantage of these models over the specific ones is their flexibility.  

An overview of agnostic models is represented in the table 1 (Carvalho et al., 2019): 

The current trend is to focus on model-independent interpretation tools; it, is much easier to automate 
interpretability if we separate the interpretation method from the model used. With agnostic methods 
we can replace both the learning model and the interpretation method, the capabilities provided by 
this system are highly scalable. (Carvalho et al., 2019; Ribeiro et al., 2016; Molnar, 2019). 
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Explanation Method Scope Result 
Partial Dependence Plot Global Feature Summary 

Individual Condition Expectation Global / Local Feature Summary 
Accumulated Local Effects Plot Global Feature Summary 

Feature Interaction Global Feature Summary 
Feature Importance Global / Local Feature Summary 

Local Surrogate Model Local Surrogate Interpretable Model 
Shapley Values Local Feature Summary 

BreakDown Local Feature Summary 
Anchors Local Feature Summary 

Counterfactual Explanations Local (new) Data Point 
Prototypes and Criticisms Global (existent) Data Point 

Influence Functions Global / Local (existent) Data Point 
 

As we have seen in this document, interpretability is not only a scientific question, other areas of 
knowledge linked to the human being are involved. The need for interpretability is inherent to the 
desire to know, to the human being's need to answer the question of why.  

 

INTERPRETABILITY INDICATORS 

Can we measure and evaluate interpretability? Despite all the work being done in different areas of 
knowledge, this question unfortunately remains unanswered. However, the work that is being done is 
oriented along two clear lines: the use of ML algorithms that allow a high degree of precision and 
making the decision adopted by these systems interpretable, explainable to human beings. 

A review of the literature suggests that little work has been done to develop models to measure and 
evaluate interpretations, so that the most appropriate explanation can be chosen (Honegger, 2018). 
However, we can distinguish between two types of indicators when comparing and evaluating 
explanations (Carvalho et al., 2019), quantitative and qualitative. 

Among the qualitative indicators (Doshi-Velez & Kim, 2018) suggests the following questions: 

What are explanations composed of? Which features are predominant in an explanation? 

How many subsets of blocks of features can an explanation be made up of, and if we remove any 
blocks, is the result affected? 

How are these blocks formed? What composition should be given between the blocks? 

What relationships might be more intuitive to humans? 

Are any random processes part of the explanation? 

For quantitative indicators (Sundararajan et al., 2017), (Honegger, 2018) established a framework for 
measuring the consistency of explanatory methods whose prediction must be consistent with human 
explanation. It is necessary according to (Honegger, 2018) to relate the object (instance and prediction) 
to its subsequent explanation (importance value of features). 

Identity. Identical objects must have identical explanations. If a method of explanation is asked to 
explain a certain object, the explanations it gives must be the same. 

Separability. Non-identical objects cannot have identical explanations. It follows from the previous 
premise. 

Stability. Similar objects must have similar explanations. If slight perturbations considerably modify 
the response, the system is not stable. 
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In addition, other variables must be considered, such as completeness, the audience has to verify the 
validity of the explanation. Correctness, the explanation must generate confidence. And finally, 
compactness, the explanation must be precise, brief, and concise. 

 

CONCLUSIONS 

And at company and individual level, what can be done? We propose to intervene on the following 
aspects. 

 

Addressing biases 

While, as we have said, the task will not be easy, we do not know how black box algorithms work, but 
we can act on the biases so that the decisions taken by the algorithms are aligned with the rights of 
the people.  

 

Digital maturity 

Machine learning is the subject of many expectations, but are companies ready for data governance? 
Science is constantly developing machine learning tools, but can they be integrated into a company's 
business processes? Most companies have grown based on technological silos, integrating pieces with 
little or no scalability. There is no such thing as a single piece of data; the fundamental task of data 
scientists is to "find out" where the information is to be able to analyse and make predictive models. 
Their core business has more to do with an Agatha Christie novel than with analysis and predictive 
modelling useful for the business. The expectations generated by the media and the occasional guru 
about AI and its application are unlikely to be fulfilled until the business culture of the short-term 
changes. 

Machine learning will grow, not at the speed it is touted, but slowly and steadily. Fundamental to this 
is the process of business digitalisation that starts from a single data model, from the integration of all 
the company's information to be able to extract working models where AI can develop. Better formulas 
are needed to integrate AI into the business processes of companies, perhaps it would be useful to 
develop machine learning tools that are easy to use and can be automatically integrated with business 
management processes, this would help to make a technological leap in the digitisation process and 
will be the first step from childhood to youth.  

The next step towards maturity could be the adoption of a full automation model of business 
management processes, tasks could be posed as decision problems solved by machine learning. 

 

Interpretability as a catalyst 

At this point, interpretability will be critical to ensure that algorithms are responsive to reality, trying 
to minimise the impact of biases. On the other hand, transparency is the norm in any organisation - 
decisions need to be supported by an understanding of the underlying tasks. The interpretability of 
algorithms must be fundamental to trust in predictive black box models. If we use interpretation-
agnostic methods, we can automatically apply them to any model that emerges in a machine learning 
process and train surrogate models that improve the predictions. If we are able to do this, we may be 
able to improve our understanding of intelligence and become better at creating intelligent machines. 
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The opportunities are obvious, but so are the associated dangers. In an increasingly anumerical society 
(Hand & Paulos, 1992) where decision making is usually done through System 1 thinking: quick, 
intuitive and emotional (Kahneman, 2012), versus System 2 thinking: slow, deliberative and logical. 
We can sense that this speed, immediacy of the everyday and short-termism can invade us, leaving 
the decisions that require thought and meditation to a third party (the machine). 

There is room for improvement and progress, the expectations are good, but so are the challenges!!!! 
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