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In this paper we estimate the intensity functionao€ox process modelling the point

pattern representing the spatial distribution oflytant releases in Europe, in two

different moments in time. The intensity of a Cawngess is variable, depending on the
location; therefore we can work with inhomogenespatial point patterns. We obtain a
non-parametric spatial distribution function, whialhows us to detect a clear tendency
toward clustering in the location of polluting fittés in some areas of the European
Union and the study of the spatial variations dfytant releases in Europe.
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1. Introduction

Climate change is one of the most important chgisron the agenda of governments,
politicians and institutions worldwide. Representd of the world’s governments meet
regularly in order to reach an international agreeito combat climate change.

The United Nations Framework Convention on Clim&kange (UNFCCC) was
created, in 1992, by the United Nations GenerakAdsy to establish a framework for
intergovernmental negotiations, in order to agreanéernational response to climate
change. This year, the UNFCCC tried to combat dinrenange by stabilizing global
emissions and so limiting average global tempegatiucreases. This non-binding
agreement soon had to be improved to strengthegldbal response to climate change

and, in 1997, these negotiations concluded wittKiyato Protocol.

The Kyoto Protocol adopted binding emission redurctiargets for all developed and
transition-economy countries, but did not set eionsstargets for developing countries.
However, due to a difficult process of ratificatjiondid not enter into force until 2005.
This protocol affected to 37 industrialized cougdrand the European community in its
first commitment period. The Protocol’'s first contment period started in 2008 and
ended in 2012 and only binded to developed cownbrexause it recognized that these
countries are the main responsible for the curfegh levels of greenhouse gases
(GHG) emissions in the atmosphere as a result okrtitan 150 years of industrial

activity. The second commitment period began in2&id will end in 2020.

At the Paris climate conference, celebrated in 2@&%ties launched new negotiations
to agree a climate deal for the period beyond 2(2@refore, the Paris Agreement
seeks to accelerate and intensify the actiong¢ogthen the ability of countries to deal
with the impacts of climate change. This agreemerit try to keep a global
temperature rise, this century, below 2 degreesi@ehbove pre-industrial levels and
will pursue efforts to limit the temperature incseaeven further to 1.5 degrees Celsius.
Moreover, the Paris Agreement requires all Pariieput forward their best efforts
through “nationally determined contributions” (NDGs1d to strengthen these efforts in
the years ahead. This includes requirements thdaaties report regularly on their

emissions and on their implementation efforts.



In this way, by means of this brief summary abdimmate change politics, we have
realized that from finals of last century many meas have been adopted to decelerate
the negative impacts of the climate change; howeleethe adopted measures really get

the desired aims initially?

To answer this question, we are going to compagepibilutant releases emitted by
European facilities in two different years (2000 &013). To be more precise, we are
going to analyse the existing changes in the dpdisdribution of pollutant releases
during these two years. In this way, we are nongoonly to know whether the
emissions of pollutant releases increase or deemasng the six years studied, but we

will also know where these emissions suffer thenges.

Spatial agglomeration or clustering is one of tkeg ktylized facts of the geographical
location of individual firms and industries. Conseqtly, the spatial distribution of
economic activity is basically inhomogeneous, dmel gpatial inequalities become the
norm more than the exception at many economic aelevevels. The topics of
economic activity location and spatial concentraid firms have attracted the attention
of economists for long time ago. Thus, from thenpiering works of Von Thinen
(1826), Marshall, (1890), Weber (1909), Losch, (@94Hoover (1948), among others,
to more recent contributions of the "new econonmeoggaphy” (for a survey of this
literature see Duranton, (1997), Ottaviano and P{#898), Fujita, Krugman and
Venables, (1999), Neary, (2001), and Jovanovid)T2)0 the interest of economists has
been to characterize the patterns of geographicetaration of firms and industries,
and analyze the forces that can allow to explaiesehinequalities across space.
However, in contrast to the recent advances inunglerstanding of economic forces
that can allow to explain spatial disparities, tlaglvances in the empirical
characterization of the spatial patterns of ecowoattivity have been comparatively
small, and a lot of work must be done to providéhtexcurate feedbacks to theory, and

strong stylized facts in this field.

The work on the characterization of the spatiatritistion of economic activity has
focused mainly on the calculation of indices, moréess complex, and more recently,
estimating homogeneous spatial distribution fumgtiqSweeney and Feser (1998),
Marcon and Puech (2003), Duranton and Overman (j200%ese new tools use



distance based methods, avoiding one of the maneyamg problems of traditional
indices, the modifiable areal unit problem (MAUR)at is, their dependence of the
particular administrative scale chosen (see FigiréNevertheless, these methods face
at least one important shortcoming: they supposmogeneous spatial processes
becoming inappropriate to analyze non-homogeneous pets. In this paper we take a
step more forward and propose a distance-basedotfiethut able to detect spatial
structure of inhomogeneous process, the estimatican intensity function of a Cox

process.

Finally, we illustrate the use of this tool with application to an interesting database —
one that deals with information on the pollutingilities® and their spatial location
within the Europe territory. Thus, the second otiyecof the paper is to test statistically
whether there is some regularity in the selectibrihe spatial location of polluting
facilities in Europe, with significant differentiadgglomeration in specific locations,

which would open the debate on the possible existef polluting havens into Europe.

Figure 1: The cluster level of a certain points sah depend on the regional borders

The rest of de paper is organized as follows. 8e@ishows the statistical framework,
section 3 outlines the methodology used for thensity function estimation, in section

4 we describe the data and develop a practicalicgpipin analysing the spatial

! These authors used as method of analysi&thenction (Ripley, 1977), that means that the measu
only yield valid results when they are used to sisgatial patterns where there is no large scalatiem
in the mean of the process (homogeneous point gspce

% This method is also used by Quah and Simpson §2003

® Data obtained from the European Pollutant RelaaseTransfer Register (E-PRTR).



distribution of the pollutant releases in Europad &inally, in the section 5 some final

considerations are made.

2. Statistical framework

Definition 1. A point process is a stochastic model governingldleations of
events{s,} in some set X, a bounded regionRf) Cressie (1993)A spatial point
pattern is a partial realisation of a stochastimfpprocess (Cox and Isham (1980)).

Such a realization may be visualized very easilyaadoud of points in a bounded

region.
Definition 2. A homogeneous Poisson process with intensity defined by:

1. The number of events,s,,...,s

n

in any bounded regiorAl] X follows a
Poisson distribution with meam|A

(being|A = surface of)

2. The n events are uniform and independently disteithin A.

In accordance with condition (2.1), the intensityis constant. The condition (2.2)
avoids the existence of interactions among the tevén economics the presence of
agglomeration phenomena is usual, and this kinghehomena cannot be treated with
homogeneous processes, we must work with inhomogeneoint processes. Any
inhomogeneous process defines a variation of thentgeneous Poisson process in

the following way.

Definition 3. Let A(s): X - R, be a non-constant function on X. The set of events
S.,S,,..,S, IN X is an inhomogeneous Poisson process if:

1. For each bounded regiorA[] X the number of events(A) = n follows a

Poisson distribution with meaﬁA(s)ds.

2. Given n events in A, the localizatioss,s,,...,s, in X form a random and

n

independent sample of this distribution on A wittheasity that depends on the intensity

function A(s), s A, and whose values depend on the different locatinati



In some applications it is useful to allow that théensity function)l(s) of a
Poisson process can vary in space, to transfoetf itdo a stochastic proces&\s(s).
Definition 4.
1. Let A(s), s0 X denote a non-negative stochastic process on X.

2. A realization of A(s) will be a Cox process driven by if this realization

Is an inhomogeneous Poisson process with intefwgition A = A

The result of the realization inherits the proeytof the procesA(s) in a natural

way.
3. Estimation of theintensity function

In this paper we use the estimation method propbgdgerman and Diggle (1989). Our

aim is to estimate the inhomogeneous version ofintensity functionA and )l(s)

respectively, starting from a data s%s;,D Al =12,...,n} beingA a planar region.

We can estimatd by the usual estimator
A= n/|A
since A is defined as the expected number of events layani.

The usual estimator fok(s) is
Als.h)= () Nim?),
the observed number of events by area unit in lawligh radiush, centred in a

point s Js.

Using kernel method for smoothing point procesadat

A(sn)=n?3Y ffh(s-s)}
i=1
where(s- s ) denotes distance among points, and
flu)={r":|u <1
0:fu>1

The border effects are kept in mind modifying tle@aminator and obtaining



A(s;h)= N(m?)/As h)
where A(s; h) is the area of the intersection among the obsergidnA and
the disk with radiu$ centred irs.

The final form of the estimator is:
A(sh)=h23. th(s-s )/ alsh)
i=1

The method chooses the smoothing paranteterbe that value minimizing the

mean square error, fMSEh) = E{[/Th (x)—/\(x)]z}.

4. Application

4.1. Data

Some of the problems that have persisted alongsyieagnvironmental data sets were
large measurement errors, insufficient informat@mnmissing data values. However,
this can cease being a drawback with the Europedint&ént Release and Transfer
Register, henceforth E-PRTR. This database briagsther information about which

pollutants are being released, where, how muctbgvadhom.

OECD has played an important role in developing ¢bacept of the E-PRTR and

supported the development and implementation &-8RTR in member countries.

Our study is based in more than 35,000 pollutatdases reported by industrial
facilities included in the E-PRTR. These industfatilities® should report information
about specific pollutants when they exceed the iegiple capacity thresholis
European Pollutant Release and Transfer Registeidas a rich source of data about
pollutants released to air, water and soil.

The E-PRTR covers the 27 EU Member Sfatas well as Iceland, Liechtenstein,
Norway, Serbia and Switzerland. The data is redogenually by each facility for

which the applicable thresholds are exceeded. iftic@mation is entirely reliable,

4 Set out in Annex | of E-PRTR Regulation.

> Listed in Annex | and Il of E-PRTR Regulation.

® Austria, Belgium, Bulgaria, Cyprus, Czech Republenmark, Estonia, Finland, France, Germany,
Greece, Hungary, Ireland, Italy, Latvia, Lithuaniaxxembourg, Malta, Netherlands, Poland, Portugal,
Romania, Slovakia, Slovenia, Spain, Sweden andedringdom.



transparent, consistent and comparable along thes yand the different countries. In
this way, although a little fraction of the actwaleases are not captured by E-PRTR
because they are below the required reporting lbidsthe objective of this European

Register is to cover 95% of the emissions of eatdcted pollutant.

The industrial facilities that report informatiower 65 economic activities and our
database provides 91 different pollutants, classiin 7 groups: greenhouse gases, other
gases, heavy metals, pesticides, chlorinated argamibstances, other organic

substances and inorganic substances.

We use geographical coordinates (longitude andutk) in order to locate all the
polluting industrial facilities. These coordinatgse a precision of at leagt500meters

and refer to the geographical centre of the sitéheffacility. Our analysis takes into
consideration the whole of the countries which \meehinformation, except for Iceland

because its location.

In this way, we analyse the changes that appetreirspatial distribution of pollutant
releases, by taking into account two different ge@007 and 2013). This analysis is
carried out by means of the geographical coordsateéhe industrial facilities that emit
pollutants. The first reporting year of the Regist2007, we have 38,926 pollutant

releases, and the last reporting year, 2013, we Ba690 pollutant releases.

We should highlight that the European Pollutant €smin Register (EPER), the
previous register to the E-PRTR, provided more iignal information, but its

database had less than half of countries, andtlaspollutants taken into account were
much scarcer. Therefore, as the comparison bethetnregisters was not possible, we

decided to use the E-PRTR in order to have compaeaid homogeneous information.

4.2. Empirical Results

Figure 1 shows the two point patterns which represent tiwatlon of the pollutant
facilities taken into account. The left hand sidi¢his figure represents year 2007 and in

the right hand side we find the distribution oflptdnt releases in 2013.
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Figure 1. Spatial location of pollutant releases in Europe

A simple visual inspection of this graph makeshisk that we are faced with a point
pattern which is a realization of an inhomogenespatial point process.

Thus, next, we should estimate the intensity fumcthat detects the spatial structure of
this inhomogeneous process using the method of &ereind Diggle, by means of the
free softwareR and CRAN (2004). This software allows us to calculate ouemsity
function for a certain number of sub-regions indlte study region. The study region of
our analysis is divided in 400 equal square subBreg i.e. 20x20. Given that the sides
of this region measure 3,500 km, approximately, $iade of each sub-region will
measure 175 km of longitude. The calculation of itmensity has been performed
taking an interaction distance lof= 0.01 (35 km). This value d¢f minimizes the mean
square error and is the optimum smoothing paraméket is to say, we considered the
distance between any polluting facility and allgadocated in their surroundings in a

radius of 35 km.
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Figure 2. Intensity of pollutant facilities in Europe

The main results are shown graphicallyRigure 2 The surface variations on the
graphs of this figure represent the values of 1@ dstimated local intensities, whose
magnitudé are shown in the chart of the Figure 3 and Figureespectively. Each one
of these 400 sub-regions is identified by theirggaphical coordinates; therefore, for

each sub-region we know both, the location andititensity in pollutant industrial

facilities.
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" This magnitude is function of both, the number oflygant facilities inside the sub-region, and the
number of pollutant facilities located around tlsigb-region in a distance equal or smaller than 35
kilometres.



Figure 3. Intensity of pollutant releases in Europe (2007)
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Figure4. Intensity of pollutant releases in Europe (2013)

In this paper we take a further step more and ptedee Cox process as a useful
instrument to measure the cluster or concentragfoimhomogeneous point processes.
Since the results obtained with the method of Berawad Diggle are sensitive both to
the number of points and to the distance among th@make comparable the estimates
obtained on points patterns with different numbgipoints, we act in the following

way: for each different number of points — in y2@07, 38,926 points and in year 2013,
37,690 points — and, through Monte Carlo simulatjome obtain 100 random points
patterns to build confidence intervals with theuwes obtained when fitting the intensity
of a Cox process. Using the measures of intensdy surpass those of the confidence
interval, we can make comparisons of concentrat@asures among different point

patterns.
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In these Figures, the axis of ordinates measueesitted values of local intensity, and
we use these values as measures of pollutant nelustcilities concentration in EU

regions. The confidence interval (95% of confidgniserepresented by the distance
among the two parallel lines in the low side of traph. These values above the

confidence limit indicate cluster, and the moredafay they are from the interval, the



larger is the cluster. The axis of abscissas reptesach one of the 400 sub-regions in
which we have divided our area of study.

The global pollutant releases have increased frean 2007 to year 2013.

We detect a tendency towards concentration of faoitufacilities, in both years, and

this tendency is not fortuitous but statisticailyrsficant.

We do not find great differences in the spatialtriistion of pollutant facilities,
although it seems that these ones tend to reafiacat lower number of locations. So, it
is worth noting that those locations with higherdls of pollutant releases tend to get

even more elevated levels of pollution.

In this way, should we consider that the adoptedegents do not get the desired aims
initially, making that the global emissions redubeir level? Or it depends on regional

environmental policies more than on internatiomadi@nmental policies?
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