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A classical problem in many experimental investigations is to model
the response variable, subject to observation, in function of the cova
riates that have influence in the study. The binary case has received
a considerable attention (Korn and Whittemore (1979), Muenz and Rubins
tein (1985), Pregibon (1982)). In this work, multiple response (or sta
te) is considered and models based in multiple logistic regression are
proposed. The basic assumption is that the sequence of states is a rth
order Markov chain with stationary transition probabilities. The re-
gression coefficients are estimated by maximum 1ikelihood procedure,
and in order to test the order of the chain, a likelihood ratio test
is obtained. When r=1, theses problems have been studied, considering
several situations, in Molina and Requena (1986), Molina (1986a), and
Molina (1986b). ‘

Models based in multiple logistic regression.

Suppose that a heterogeneous group of individuals is followed over
time, with each individual passing through states according to a rth
order Markov chain with state space {],2,...,m} and stationary tran-
sition probabilities. Suppose that the observations are made at times
t=0,1,...,T, where T must be at least r, and let Z],...,Zk be the co
variates.

In order to explain how the covariates relate to changes in state,
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where f(8 Z]...Zk) is a linear function of the covariates and
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the vector of regression coefficients 8 whose exact form will

q,i]...1r
vary according to the model under study. For simplicity let us consi-
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der the case‘when f(Bq,i]...ir’Z]"‘Zk)- Bq,i]...ir'z , where Z is

the vector (1, z],...,zk) with z; the initial value of covariate Zi’
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and Bq,i]...ir_ (Bq’11"'1r,.‘.,sq’i1"'ir)' Such situation correspon

ding to model without interaction between covariates.

Estimating the regression coefficients.

Let the sequences observed be Xon*X1he** 2 XTh (h=1,...,n), in n in-
dividual up to time T, and let Zh=(1,z]h,...,zkh) be the vector of co
variates for the hth individual. If the r initials states of each indi
vidual are known, then the log-likelihood function can be written in
the form :
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is the number of transitions to state gq, from the sequence
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It follow from (1) that for each i;,...,1 ¢ {1,...,m} , the maximum
likelihood estimate cf Bi . : can be obtained separately. For this
1°°°'r
purpose, the likelihood equation is :
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with s=o0,...,k , g=1,...,m-1 , and zoh=] (h=1,...,n)
We can maximize (2) by Newton-Raphson method as long as the second

n
derivatives matrix has full rank, and .min . { ¥ n" ; 32k
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For large n, an estimate of the covariance matrix of ﬁi i , is
1" 'r

the matrix that has elements equal to -1 times the inverse of the se-

. . . . ~
cond derivatives matrix evaluated in Bi i
1---p

Test of the hypothesis that the chain is of a given order.

For testing the hypothesis that the process is a uth order Markov
chain against the alternative it is rth but not uth order (u<r), the
statistic 'Z(LT(ei]...iu) - Ly
tributed as 7(2 with  (m-1)m“(m" "Y-1) (k+1) degree of freedom, can be

used.

8.

i i )) , that is asymptotically dis
1" 'r -

References.

Korn, E.L. and Whittemore, A.S. (1979). Methods for analyzing panel
studies of acute health effects of air pollution. Biometrics, 35 ,
795-802.

Molina, M. (1986a). Modelos markovianos dependientes de covariables pa
ra el estudio de sucesiones de estados no necesariamente binarios. XI
Jornadas Hispano-Lusas de Matemdticas. Badajoz.

Molina, M. (1986b). Modelos markovianos no estacionarios para el estu-
dio de secuencias no necesariamente binarias dependientes de covaria-
bles. I Conferencia Espafiola de Biometria. Granada.

Molina, M. y Requena, F. (1986). Sobre la estimacién de maxima verosi-
militud de Tos coeficientes de regresion logistica en modelos markovia
nos con dependencia de covariables. C. de Bioestadistica y sus aplica-
ciones informaticas. (Por aparecer)

Muenz, L.R. and Rubinstein, L.M. (1985). Markov models for covariate
dependence of binary sequences. Biometrics, 41, 91-101.

Pregibon, D. (1982). Resistant fits for some commonly used Togistic mo
dels with medical applications. Biometrics, 38, 485-498.



