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Abstract

E.T.S.I. Informaética
Departamento de Lenguajes y Ciencias de la Computaciéon

Doctorado en Tecnologias Informaticas

Realistic Modeling of Smart Mobility Problems
with Environmental Concerns

by Christian CINTRANO

Traffic in cities has become a significant issue today. Not only because of the
logistical problems involved but also because of the associated gas emissions.
Taking into account the impact that mobility in cities has on the environment
is vital for a sustainable future. Objective number 11 “Sustainable Cities and
Communities”, of the Sustainable Development Goals, promote Smart Cities
from the perspective of sustainability.

In this thesis, we want to dive into the problem of environmental im-
provement and ecological transport. However, many works in the literature
do not take into account these objectives or use synthetic scenarios to test
their contributions. We rely on many existing open data sources, which we
include in our models to obtain realistic results. In addition, we focus our
study on the actual city of Malaga, Spain. Following this line, we have also
offered all the results, codes, and instances as open research data.

We have used different optimization algorithms to work with the various
problems raised in this thesis. We have focused mainly, but not exclusively,
on metaheuristic algorithms, which have proven their incredible effective-
ness in many real-world problems.

Several ecological mobility problems have been worked on within this
thesis. This research has been reflected in different scientific publications
that support this thesis: 3 articles in JCR journals (all Q1) and 14 congresses
articles. Several problems covering various aspects of current mobility in
cities have been highlighted. The selected problems are optimal traffic light
planning, traffic analysis considering freight vehicles, intelligent placement
of infrastructure needed for green transport (bicycles and electric vehicles),
and the problem of vehicle routing considering various aspects such as travel
time and emissions.

This thesis takes the first steps in environmental improvement and mo-
bility optimization. However, we will not stop here, and we will continue
working on sustainable initiatives to improve cities, help citizens’ daily lives,
and enhance the environment.
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Resumen

E.T.S.I. Informética
Departamento de Lenguajes y Ciencias de la Computaciéon

Doctorado en Tecnologias Informaticas

Realistic Modeling of Smart Mobility Problems
with Environmental Concerns

by Christian CINTRANO

El tréfico en las ciudades se ha convertido en un problema de vital importan-
cia. No solo por los problemas logisticos, sino también por las emisiones de
gases asociadas. Considerar el impacto que la movilidad tiene sobre el medio
ambiente es vital para un futuro sostenible. El objetivo niimero 11 “Ciudades
y Comunidades Sostenibles”, de los Objetivos de Desarrollo Sostenible, pro-
mueve las Ciudades Inteligentes desde la perspectiva de la sostenibilidad.

En esta tesis, queremos sumergirnos en el problema de la mejora me-
dioambiental y el transporte ecoldgico. Sin embargo, muchos trabajos en la
literatura no tienen en cuenta estos objetivos o utilizan escenarios sintéticos
para probar sus aportaciones. Nosotros nos basamos en datos abiertos, que
incluimos en nuestros modelos para obtener resultados realistas. Ademas,
centramos nuestro estudio en la ciudad real de Mélaga, Espafia. Siguiendo
esta linea, también hemos ofrecido todos los resultados, c6digos e instancias
como datos abiertos de investigacion.

Hemos empleado diferentes algoritmos de optimizacién para trabajar con
los problemas presentados en esta tesis. Nos hemos centrado principalmen-
te, aunque no exclusivamente, en los algoritmos metaheuristicos, que han
demostrado su eficacia en muchos otros problemas del mundo real.

En esta tesis se han trabajado con varios problemas de movilidad eco-
légica. Esta investigacion se ha plasmado en diferentes contribuciones que
avalan esta tesis: 3 articulos en revistas JCR (todos Q1) y 14 articulos en con-
gresos. Hemos destacado varios problemas de la movilidad actual en las ciu-
dades. Los problemas seleccionados son la planificacion 6ptima de los semé-
foros, el andlisis del trafico considerando los vehiculos de carga, la colocacion
inteligente de las infraestructuras necesarias para el transporte ecolégico (bi-
cicletas y vehiculos eléctricos) y el problema del encaminamiento de vehicu-
los considerando diversos aspectos como el tiempo de viaje y las emisiones.

Esta tesis da los primeros pasos en la mejora medioambiental y la optimi-
zacién de la movilidad. Sin embargo, no nos detendremos aqui, y seguiremos
trabajando en iniciativas sostenibles para mejorar las ciudades, ayudar a la
vida cotidiana de los ciudadanos y mejorar el medio ambiente.
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Chapter 1

Introduction

1.1 Motivation

The Sustainable Development Goals are an initiative within the United Na-
tions 2030 Agenda that seeks to abolish social inequalities, combat climate
change, promote industrial and technological growth and, in general, a bet-
ter future for all people. In particular, concern for the environment is vital
within these objectives. Many moments in our daily lives can contribute to
the improvement of the environment, such as recycling, using public trans-
port, turning off the tap when we are not using it, etc. In particular, mobility
in cities has a significant impact on gas emissions. In this line, it seems natu-
ral to make cities more sustainable by improving their mobility.

Cities are people’s major ecosystems. The vast majority of the world’s
population lives in cities, and the experts predict that even more people will
move from the countryside to the cities in the coming years. This state of
growth has made it very difficult for many cities to adapt to these signif-
icant changes. The staff of the municipalities carries out the management
of the cities. City administrators use data collection through surveys, dis-
semination of events and performances through posters, etc., to define and
apply different strategies to improve the quality of life for citizens. However,
decision making through expert knowledge alone must give way to a more
optimal and objective one by using new computational advances. The rele-
vant computer advances in data collection, dashboards for decision making,
the most use of social networks, etc., have yielded a society that does not con-
template life without technology. Cities have been adapting to these changes,
becoming “smarter”.

However, transforming a city into a smart city is not easy. The problems to
be solved are more complex and involve many variables. Besides, the infor-
mation available is not always reliable and error-free. This lack of accuracy
makes the classic problems, which were already complex from a computa-
tional point of view, hinder their models from adapting them to the reality
of the city. Many researchers present fast algorithmic solutions to solve very
complex real problems. However, in a considerable number of them, either
the problems are not so “difficult” or the tests performed are made with syn-
thetic or ad hoc data.

In this thesis dissertation, we propose several models of real problems,
trying to represent the corresponding city as best as possible. We base our
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models on the broad state of the art of some of these problems (or similar
ones). We use all the real data available to create an image of the city more
faithful to its situation and characteristics.

1.2 Objectives and Phases

The main objective of this PhD thesis is the realistic modeling of problems of
Smart Mobility taking into account the environmental impact. For this pur-
pose, we have used open data and we have analyzed different optimization
techniques and Smart City problems. New algorithmic solutions to various
urban mobility problems have been proposed. The main objective of the the-
sis is decomposed in the following goals:

* Analyze intelligent mobility problems that are of importance to citizens
and the environment.

* Model these problems so that they capture most of the details of the
real situation.

* Use existing open data sources to solve the problems realistically in-
stead of synthetic laboratory data.

* Apply diverse optimization techniques to solve our models and ana-
lyze the results through their impact on society and the environment.

The methodology of work in this thesis has followed the guidelines of
the Scientific Method. Initially, an observation phase is carried out, in which
the state of the art of different Smart Mobility problems and the techniques
used to solve them are analyzed. Then, we explore possible improvements or
new problems and formulate working hypotheses. In short, we have focused
on modeling the problems, adding as much realism as possible. Then, we
design and execute several experiments to validate or refute the different
hypotheses. In this PhD thesis, we decided to use mainly Open Data to work
in real cities scenarios. Finally, we analyze the obtained results and obtain
different conclusions.

In general, the working hypothesis of this PhD thesis is:

Multiple statistical techniques combined with the numerous open
data offered by municipalities and public entities can be used to
model/solve problems, especially those related to climate change,
in a way very close to reality, without the need for large expendi-
tures in deployment and field testing.

Multiple works corroborate this hypothesis and support this thesis. In addi-
tion to producing scientific articles supporting the results of the thesis also
focused on disseminating the results through various magazines, news, pub-
lic events, etc. Finally, we contributed to the open science and free software
initiatives. We made available in open access all the papers, data, source
code, and instances used in the work of this thesis. We want to make all our
research publicly available for reuse by any scientific or industrial commu-
nity member.
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1.3 Contributions

In the following, we will present the main contributions of this PhD thesis.
They are not the only contributions, but in our opinion, they are those that
we consider having the most significant impact from an academic, social and
“green” point of view:

* Propose new algorithms for traffic light optimization to make traffic
more efficient and environmentally friendly.

¢ Analysis of the optimal type of vehicles used to goods delivery in order
to improve the whole traffic in the city and reduce carbon footprint. We
also perform traffic simulations with on-field measurements.

¢ Use of demographic and geographic data for the location of ecological
urban furniture according to the needs of citizens (bicycle stations and
charging stations for electric vehicles).

¢ Use of multiobjective strategies for the application of robustness in the
vehicle routing problem to reduce travel times and gas emissions.

¢ Study of exact and metaheuristic strategies for the multiobjective short-
est path problem.

¢ Environmental concern (reduction of pollutant gases or use of zero-
emission vehicles) in all the work carried out. We are aligned with the
Sustainable Development Goals of the 2030 Agenda.

1.4 Organization

This thesis is structured in three parts and three different appendices. The
tirst part presents the context and theoretical framework of the thesis: from
the Sustainable Development Goals, the current environmental problem, the
city as a scenario for new ecological initiatives, to Smart Mobility as a topic
to improve the environment and citizens’ lives. We also present the different
Open Data sources and the use case scenario that worked within this thesis.
And we give some notions about optimization and the algorithms used in
this thesis.

The second part presents five problems in which we developed realistic
modeling based on open data and advanced algorithms in order not only to
give “good” solutions but also to offer solutions adapted to the specific char-
acteristics of each city. These problems are the optimization of traffic lights
schedule to make the traffic more fluid, the adaptation of the types of cargo
transportation to reduce pollution and traffic, the optimal location of public
bicycle stations for citizen neighborhoods and charging stations for electric
vehicles, and the robust and ecological routing of vehicles through the city.
The last part presents the general conclusions of the thesis, the contributions
made, the limitations found, and how it is hoped to overcome them in future
research work.
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Finally, this thesis has three appendices in which the list of works that
support the thesis, several details for the reproducibility of the experiments,
and the descriptions of the main programming languages and libraries used
are presented. In the following, we detail the different chapters that make up
each of the parts of this PhD thesis.

e Part I Background

— Chapter 2 presents the context of the thesis. We go from de Sus-
tainable Development Goals to ecological mobility, going through
the concept of Smart City (SC). Among the potential problems
within the framework of SC, we highlight those focused on mo-
bility. The problems of Smart Mobility are those addressed in this
thesis. Also, this chapter exposes one of the most outstanding as-
pects of the thesis: the use of Open Data as the base source of data
that allows the applications for SCs. We also describe the main real
scenario used in this PhD thesis, the city of Malaga, Spain.

— Chapter 3 provides an overview of the optimization algorithms,
some general concepts and metrics used to compare them. We fo-
cus mainly on metaheuristic algorithms because they are the prin-
cipal type of solvers used in the thesis.

e Part Il Problems

— Chapter 4 presents a hybridization of evolutionary algorithms and
a racing strategy to address the problem of optimal traffic light
scheduling. This optimization aims to improve traffic flow and
reduce gas emissions.

— Chapter 5 shows us how to obtain more environmentally friendly
traffic by modifying the type of vehicle mainly dedicated to the
transport of goods. We use multi-target algorithms, a popular traf-
fic simulator, and open data from multiple sources to provide a
solution that adapts to the reality of the city.

— Chapter 6 describes the problem of where to place the stations of a
bike-sharing system. We present different models based on demo-
graphics, user demand data, and geographic distances. We show
how a more adapted to the citizen’s system could have been imple-
mented and also reveal how we can use the proposed models and
algorithms to optimize the current system of the city of Malaga.

— Chapter 7 presents the problem of locating electric vehicle charg-
ing stations. We used a multiobjective viewpoint, trying to bring
the stations as close as possible to the different urban centers while
reducing the associated installation cost.

— Chapter 8 describes how we can combine robustness and multi-
target optimization techniques to obtain the shortest and most eco-
logical route to move around the city. In this chapter, we present
our robust model and also study its applicability with two differ-
ent pollutants: CO; and NOx.
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e Part III Conclusions and Future Work

— Chapter 9 summarizes the main conclusions of the thesis. It high-
lights the main contributions and facts made to the various issues
presented in Part II of this document.

— Chapter 10 describes the main lines of research derived from this
PhD thesis. We highlight the main points of interest for future
work in the different topics addressed in the thesis.

¢ Appendices
- Appendix A presents the publications made by the PhD candidate
during the thesis.

- Appendix B shows different aspects of the experiment as an aid to
reproducibility.

— Appendix C briefly describes the main features of the program-
ming languages used in the thesis, as well as some libraries of spe-
cial interest in the work carried out.
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Chapter 2

State-of-the-art

This chapter will set out the context of this doctoral thesis. We will use a top-
down approach to go from the Sustainable Development Goals to a review
of related work on each of the problems addressed in the thesis.

2.1 Sustainable Development Goals

The United Nations General Assembly in 2015 defined seventeen goals to
be achieved by all countries to reach a more sustainable, equitable, and fair
future for the entire planet (United Nations, 2015). These targets are the so-
called Sustainable Development Goals (SDG). Figure 2.1 shows the 17 goals.
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FIGURE 2.1: Sustainable Development Goals diagram.
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One of the most remarkable aspects of these goals is that six are directly
related to the environment (goals 6, 7, 11, 13, 14, and 15). The need for all
people to fight climate change and improve life on the planet is supported
by these goals. Specifically, the goal “11 Sustainable cities and communities”
shows that it is not necessary to go out into nature to carry out sustainable
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actions. Cities themselves are epicenters for sustainable and environmental
initiatives. It is vital to be part of these initiatives and has been the primary
context for this doctoral work.

2.1.1 Environmental Concerns

The most commonly used mean of transportation in modern cities is the
private vehicle, which is causing major environmental problems (Direccién
General de Tréfico (DGT), 2014; Mahmod et al., 2013). The noise and pollut-
ing gases associated with road transportation are having a direct impact on
people’s health (Lebrusdn and Toutouh, 2020b; Soni and Soni, 2016). Poor air
quality contributes to respiratory and cardiovascular diseases as well as to
lung cancer (Loomis et al., 2013).

According to the European Commission, air pollution is the principal
health hazard for European citizens (European Environment Agency, 2018).
Besides, according to the European Environment Agency, exposure to high
noise levels generates a health risk, causing some 12,100 premature deaths
per year on the continent (European Environment Agency, 2020).

Local authorities are responsible for taking care of this matter (Haines et
al., 2009) despite the importance of negative or zero cost options when for-
mulating their climate policy (Kousky and Schneider, 2003). Some cities im-
plement fixed speed policies where all the vehicles must observe a reduced
maximum speed in the city’s streets (Bel et al., 2015), while others have more
green buildings, focus on pedestrian and bicycle infrastructure, or have im-
plemented more programs to divert waste from methane-generating land-
fills (Millard-Ball, 2012). Some cities have implemented policies to limit the
circulation of certain types of vehicles. In Sdo Paulo, Brazil, the managers of
the city have limited the use of heavy vehicles, obtaining significant reduc-
tions in pollution levels (Pérez-Martinez, Andrade, and Miranda, 2017).

It also has an economic impact, shortening lives, increasing medical costs,
and has an impact on the climate, since some air pollutants act as greenhouse
gases (Guerreiro, Leeuw, and Foltescu, 2013).

2.2 Smart Cities

Since the great migration from the countryside to the city, the urban centers
have been the scene of the growth of our society. Not only because they allow
a more significant number of jobs, but also because of the many benefits they
offer: health, safety, leisure, etc. Multiple studies claim that in just 30 years,
more than 66% of the world’s population will be living in cities (Economic
and Affairs, 2019).

Classically, the different services offered were conceived and managed by
people, generally belonging to the various public bodies of the city. However,
the tremendous technological advances in recent times have enabled com-
munication and automation of different tasks, which have never been seen
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before. These technical advantages include advances in wireless telecom-
munications, low-cost sensors, actuators, and automatic and massive data
collection from the city, to name a few.

These technological advances have led to a change from a traditional so-
ciety to one in which life is inconceivable without technology. Of course, this
change has not only taken place on a small scale, at the individual level. It
has also taken place at the level of society and, of course, at the city level.

In this context, cities are modernizing and becoming so-called Smart City
(SC). Improving all city processes from a holistic perspective is the key aspect
that characterizes SC. All this improvement is thanks to technology, advances
in communications, and artificial intelligence. Doing a thesis in computer
science, framed within smart cities, is justified given its current and future
impact on society.

Given the very applied nature of the research conducted, it is relevant
to highlight the different stakeholders and beneficiaries of the proposed ad-
vances. Cities are large ecosystems in which various stakeholders interact.
We can classify the stakeholders into citizens, companies, and city managers.

Citizens are the backbone of cities. Every change in the city makes the day-
to-day life of citizens better or worse. Their importance is often overlooked.
This research focuses on the citizens in the same modeling phase. This ap-
proach allows us to obtain mobility improvements that have a direct (and
positive) impact on their lives.

Companies are essential when it comes to implementing initiatives and im-
provements in cities. Improving the lives of citizens is not only achieved by
improving processes, but any progress must go hand in hand with an in-
crease in the economy of the area. There are many types of public and pri-
vate companies. Those that have relationships with public entities are the
most interesting to us. Such companies have a significant impact on citizens,
and by having such a close link with municipalities, they tend to share more
and better data with the public. Such open data makes it possible to obtain,
for example, information from electrical substations, giving this realistic data
a great added value to the research carried out.

Municipalities cannot be left out if we talk about city improvements. City
managers are the real experts of the city. Their knowledge is of great bene-
fit to research. In turn, researchers can provide municipalities with tailored
and objective tools that offer new information to help them in their work,
a feedback process. Municipalities provide open data that can be used by
applications that improve city processes. In turn, these IT systems generate
new ones to offer to the municipalities, which they then make available to
the public. This infinite cycle of improvement makes cities grow (from an
improvement point of view), boosts their economy, and improves the quality
of life of their citizens.
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TABLE 2.1: Smart City parts.

Part

Description

Smart Governance

Municipalities are an essential part of the SCs. In ad-
dition to using technology for citizen management,
such management must be transparent. Government
data should be in the public domain, and it is up to the
municipalities to provide the necessary mechanisms
for its consultation (Carrasco and Sobrepere, 2015)

Smart Mobility

Traffic problems are one of the most worrying factors
for modern cities. This thesis focuses on this kind of
problem. Section 2.3 will describe it in more detail.

Smart Environment

Groups together the so-called “green” or ecological
solutions. We have already highlighted the impor-
tance of environmental awareness for the planet and,
of course, for cities. Together with Smart Mobility, it
is one of the main focuses of this thesis.

Smart Living

Deals with people’s day-to-day issues such as health,
safety, culture, etc. Aspects such as social inclusion of
all population levels and access to all social, health,
and living resources are the basis of this section.

Smart Economy

All the economy-related aspects in a city. Solutions
in entrepreneurship and innovation, productivity im-
provement, market, etc. Factors such as circular econ-
omy or new trends in payment methods and cryp-
tocurrencies are also included in this part.

Smart People

It is the most abstract of all, trying to improve soci-
ety by promoting education and creativity. It focuses
more on the group than on the individual.

Even with this vision, research often focuses on specific problems rather
than the more significant problems of the cities. For this reason, a classifica-
tion of the different types of issues that can occur in SCs. Given this new con-
cept’s youthfulness, there is no official definition of these areas; even among
researchers, there are problems in which the limit is not very well defined.
One of the most common views used is the one proposed by Cohen (2012).
This researcher suggested six aspects that made up the SCs: Smart Gover-
nance, Smart Mobility, Smart Environment, Smart Living, Smart Economy,
Smart People. Table 2.1 describes each of them in more detail. This thesis
will focus on intelligent mobility problems, given their intimate relationship
with different environmental issues and their impact on citizens’ daily lives.
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2.3 Importance of Smart Mobility

Mobility has a significant impact on life in cities. Losing hours and hours
in traffic jams can generate many health problems for citizens. In addition,
the number of combustion cars has led cities such as Madrid and London
to close entire areas to traffic. These measures, although necessary, generate
significant problems of delays, logistics, etc.

All this makes it necessary to optimize the different aspects of urban mo-
bility. Making mobility more sustainable and suitable for citizens is a pillar
of this research. Smart Mobility is an area with a multitude of problems.
Among the different topics, we can highlight the following four since they
range from the closest to the citizen to the city managers and the policies to
be applied:

* Optimizing vehicle trips according to different criteria.

¢ Analyze the impact of different types of vehicles on traffic and the en-
vironment.

¢ Installation of urban infrastructure for the eco-friendly transition (bicy-
cles and electric vehicle charging points).

¢ Improving traffic flow by optimizing the traffic light network.

Below we will explain each of these problems in more detail.

Optimizing vehicle trips For years, vehicle routing has been formulated as
the problem of finding the shortest path in a graph (the edges are the roads
and the nodes are the intersections). Some previous works on vehicle short-
est paths have solved the single-objective shortest path problem to optimize
aspects such as distance (Cao et al., 2015), costs (Jamalluddin et al., 2014),
congestion of the traffic (Chen and Nie, 2013), etc. Many variables are inter-
esting when improving road trips. Some of them are the congestion on the
roads (Jiang et al., 2013) and the emissions of polluting gases (Abdul-Hak
et al., 2013). The latter is especially relevant nowadays. Among all types
of pollutant gases, CO; is a good starting point for reducing pollution and
improving air quality in cities. However, existing algorithms do not usually
take into account traffic or vehicle aspects (Tatomir, Rothkrantz, and Suson,
2009), and they only shorten the travel time to get a reduction in carbon emis-
sions. Instead of improving just one metric, minimizing travel time and gas
emissions simultaneously are essential. Thus, we need to solve a Biobjective
Shortest Path (BSP), which was defined by Hansen (1980).

While the single-objective version of the shortest path problem can be
solved in O(|E| + |N|log|N|) time, where N is the set of nodes and E is the
set of edges, time using Dijkstra’s algorithm with Fibonacci heaps (Thomas
H. Cormen and Stein, 2009), the BSP is NP-hard (Serafini, 1987). In BSP,
the goal is to obtain a set of efficient solutions, that is, solutions that can be
improved in one of the objectives only if they are worsened in the other. Most
of the proposed solutions for BSP are maintained in the academic field (Erb,
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Kobitzsch, and Sanders, 2014; Ghoseiri and Nadjari, 2010), and usually, they
are not implemented in real-world applications. Commercial systems offer
several routes according to different objectives but only tend to focus on one
at a time or by fixing some of them.

Another essential aspect of vehicle routing is the robustness of the solu-
tions. A route must be as stable as possible so that the user can plan the
trip as accurately as possible. Regarding the shortest path problem, there are
several approaches to consider the robustness. Pascoal and Resende (2014)
use a minmax regret strategy to find a solution that minimizes the cost in the
worst-case scenario. Other authors as Cheng, Lisser, and Letournel (2013)
add a random delay. They optimize the travel times in the optimization
problem. This model of robustness allows adding some imprecision in the
weight of the edge. The authors also describe how to use the knowledge
of the probability distribution of this random variable. The authors solved
this problem by applying a strategy similar to the minmax regret, using the
maximum probability distribution of the delay. The main limitation of us-
ing minmax is that it only returns a single robust solution. Hasuike (2013)
modeled robustness using confidence intervals. Although they tackled the
single-objective problem, they transformed it into a multiobjective problem
by moving from exact values to confidence intervals. Even though different
variants of the BSP problem have been studied (Chen and Nie, 2013; Mickael
Randour, Jean-Frangois Raskin, 2015; Zhang et al., 2015), the RBSP problem
has been less studied in the scientific literature.

Cargo Delivery Vehicles Proportions There is a noticeable increment in the
number of trips that citizens have to take nowadays and their duration (TNS
Opinion & Social, 2013), significantly because urban infrastructures are not
scaling correctly for the massive amount of vehicles in their streets. Even
though these journeys are usually to commute or take children to school,
which often happens at the same time of day, several traffic jams are the con-
sequence of private vehicles sharing streets with services for distribution of
goods, deliveries, etc. Furthermore, the need for cargo space makes those ser-
vices use small trucks to perform their commercial activities (Visser, Nemoto,
and Browne, 2014), which represents an increment not only in the street space
usage but also in the pollutant emissions.

Gan et al. (2018) carried out a pollution analysis where they modeled the
gas emissions of delivery trucks in urban logistics. The authors analyze the
effect on greenhouse gas emissions of different trips and conclude that trav-
eled distance and vehicles’ weight have a capital impact on the pollution lev-
els emitted. But, the distance between origin and destination does not have
as much effect on parcel distribution. Also, replacing trucks with other less
polluting vehicles may be a solution for reducing greenhouse gas emissions.

Mahmod et al. (2013) proposed banning Heavy Duty Vehicles by 1.5 Light
Duty Vehicles, among other strategies to keep the same cargo capacity while
reducing gas emissions. Also, the total demand increased by 1.035 as more
vehicles were needed. The authors reported a total reduction of 25.8% for
CO,, 50% for NOy and 30.9% for PM;y emissions.
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Cheng, Madanat, and Horvath (2016) proposed a transit system with hi-
erarchical structure. The authors consider the interactions between the trunk
and the feeder systems to provide quantitative basis for designing and op-
erating integrated urban transit system to reduce emissions. They take into
account public transport, such as subway and bus, to analyze the entire city
evaluating cost-effectiveness aspects.

Allocation of Urban Infrastructure Mobility depends on the layout of the
city. Not only the topology of the road network is essential. Other factors
influence traffic performance in the city. Especially in green mobility, the
need for particular infrastructure is particularly noticeable. For example, if
we use a public bicycle or scooter system, we must have areas for their stor-
age/collection. In bicycle-sharing systems, there are multiple problems to
address, such as: predicting the filling of stations (Singhvi et al., 2015), the
location-allocation of bicycles (Chen, Liu, and Liu, 2018; Chira et al., 2014) in
the stations, routes for users or the transfer of bicycles (Hu and Liu, 2014), etc.
These are exciting problems based on the presence of an already installed sys-
tem (including the associated infrastructure). We think it is essential to apply
intelligent techniques from the very moment of planning to the final location
of the different elements of the system. There are also complete solutions
that take into account multiple aspects of this kind of systems (Lin, Yang,
and Chang, 2013). However, they are very complex solutions that require
large amounts of information that are not always available.

If we focus on the optimal location of the stations, we find approaches
such as those proposed by Chen et al. (2015). The authors use real data and
machine learning techniques to find the best places to locate the stations in
this paper. Liu et al. (2015) employed a similar approach to the above in
New York City, which has a large network of bicycle stations. Furthermore,
Park and Sohn (2017) presents a comparison between two models for the
station location problem. The authors compare the p-median and the MCLP.
However, they do not give details about the algorithm that is used. Several
metaheuristic algorithms, such as Genetic Algorithm, Tabu Search, Iterated
Local Search, Simulated Annealing, or Variable Neighborhood Search; have
been successfully used for the p-median problem.

Chen and Sun (2015) try to find the best locations to ensure the availabil-
ity to collect/deposit the bicycles, taking into account the demand (at peak
times) and the possible routes between stations made by users. Kloimiillner
and Raidl (2017) propose a discretization of the locations in plots. They use
benchmark instances to test their solution. These works involve a demand
for the use of the bicycle-sharing system. However, they do not consider
potential users (citizens) who could use the system if it were closer to them.

On the other hand, new trends in mobility, such as the electric car, also
require specific facilities. The optimal location of electric vehicle charging
stations has been a relevant problem since the emergence of a renewed inter-
est in electric transportation infrastructures in the early 21st century.

Frade et al. (2011) applied a maximal covering model to maximize the de-
mand within a maximum desirable distance, assuming that coverage decays
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beyond that threshold distance. A MIP model was proposed, including a
penalty term to prevent the installation of unnecessary supply points. The
model was evaluated on four scenarios in Lisbon, Portugal, installing from
180 supply points in 29 charging stations up to 324 supply points in 43 charg-
ing stations in a higher-demand scenario. Accurate covered demand results
were computed, providing an acceptable level of service.

Wagner, Gotzinger, and Neumann (2013) proposed a business intelligence
model for Electric Vehicle Charging Stations Location problem to maximize
demand coverage, based on potential trip destinations of vehicle owners,
defined using urban data analysis (Massobrio and Nesmachnow, 2020). An
iterative method was proposed to find optimal locations using penalties to
define ranks for points of interest and a Mixed-Integer Linear Programming
model solved in CPLEX. The proposed model achieved promising results on
two case studies from Amsterdam and Brussels. Chen and Nie (2013) pro-
posed a Mixed-Integer Linear Programming formulation for locating charg-
ing stations minimizing the total walking distance according to parking pat-
terns estimated using real urban data. The model was evaluated on a case
study on 218 zones of Seattle, USA. Results achieved good accessibility: lo-
cating 20 charging station the walking distance was 1.1km (average) and
3 km (maximum), whereas almost 80% of the demand was fulfilled.

Cavadas, Almeida Correia, and Gouveia (2015) proposed a MIP model
for Electric Vehicle Charging Stations Location problem to maximize the sat-
isfied demand subject to a maximum budget constraint, considering the ac-
tivity patterns of travellers. A multi-period formulation was introduced to
model time intervals within a day. The model was evaluated in a small
real scenario in Coimbra, Portugal, with just nine stations and four charg-
ing points each installed on 129 candidate locations. Accurate solutions im-
proved the realistic configuration of EV charging stations installed in the city.
Brandstatter, Kahr, and Leitner (2017) proposed an ILP model for Electric Ve-
hicle Charging Stations Location problem to maximize economic benefits in
a car-sharing system, considering stochastic demands. The model was vali-
dated on medium-size synthetic scenarios and real-world instances from Vi-
enna (up to 693 potential locations). For Vienna, the exact approach was only
able to solve instances for eight central districts of the city, whereas a heuris-
tic method was applied for larger problem instances. Solutions confirmed
the economic viability of implementing an electric car-sharing system.

Calik and Fortz (2017) proposed a Mixed-Integer Linear Programming
formulation for Electric Vehicle Charging Stations Location problem to max-
imize the profit of a public one-way electric cars system. The model and two
relaxations were studied for 63 instances in New York, USA, with 85 poten-
tial locations for installing non-identical charging stations. The impact of cost
changes on the number of stations was studied. Bian et al. (2019) proposed
an approach based on Geographic Information System (GIS) for Electric Ve-
hicle Charging Stations Location to maximize the profit. GIS was applied
to determine the probability for users to charge their EV in different areas,
using relevant traffic information. The model was evaluated in a small case
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study in Véasterds, Sweden, with 268 square zones. Two scenarios were stud-
ied, adding three and ten new charging stations to 40 already installed in the
city. When adding three stations, the best option was selecting fast charg-
ers in commercial areas, whereas slow chargers installed in residential areas
were better when including ten stations.

Lin et al. (2018) proposed a Mixed-Integer Linear Programming model
based on GIS to optimally select the location and the size Electric Vehicle
Charging Stations in urban scenarios. The Mixed-Integer Linear Program-
ming model maximizes the economic profits of installing new charging sta-
tions, computed according to the charging demand based on the traffic flow
data, charging profiles, and city land-use classification. The authors gener-
ated an aggregated charging demand profile of the EVs based on the real-
world travel data in the National Household Travel Survey and charging
behaviors to compute the charging demand. These daily charging behav-
iors are represented by 24 hourly charging demands for each charging type
of location. GIS is employed to calculate the charging demand in different
locations by taking into account traffic flow and land-use classifications (e.g.,
residential with the region, residential with apartment, working, etc.). This
study assumes that a charging station will only serve a specific area’s de-
mands. An acceptable walking distance from the charging station (parking
lot) to the user’s destination is defined. The researchers consider the costs of a
new station (which could include fast and slow chargers). Thus, the station’s
costs consist of an aggregation of the economic costs of the equipment, instal-
lation, rent, maintenance and operation, and electricity consumption, which
depend on the number and the type of installed chargers. The optimiza-
tion problem objective (the economic profits of deploying the new stations)
is computed by subtracting the costs of locating the new charging station
from the revenues of charging EVs. The proposed approach was evaluated
over an area of 67 Km? of Visteras, Sweden. Visterds had a population of
119,372 people, there were 44,192 personal cars, and the city had 324 plug-in
EVs charging stations. The authors defined 532 tentative charging stations.
The experimental analyses evaluated only the proposed method over four
scenarios: installing three, five, ten, and 15 new charging stations. The re-
sults show that the proposed approach provided charging station locations
with competitive profits.

In addition to those mentioned above, other types of furniture can be op-
timized in the context of Smart City, including roadside infrastructure for
vehicular networks (Massobrio et al., 2017), bus stops (Fabbiani et al., 2018),
and waste bins (Rossit, Toutouh, and Nesmachnow, 2020), among other rele-
vant problems.

Traffic Lights Schedule In a metropolitan area, traffic jams, and conges-
tion are among the most significant sources of greenhouse gas emissions
and, therefore, contribute to global climate change. Urban traffic planning
is a way to improve mobility efficiency and safety, thus producing a posi-
tive impact on the traffic flow. As in many real-world cities, the real-time
control of traffic-lights (Cao et al., 2017) is not feasible because of various



18 Chapter 2. State-of-the-art

reasons (legal, technical, etc.), and we must instead find a highly-reliable
global schedule of traffic lights that works well in the dynamic and uncer-
tain traffic system (Bravo et al., 2016; Ferrer et al., 2016; Garcia-Nieto, Alba,
and Olivera, 2012; Garcia-Nieto, Olivera, and Alba, 2013; Sanchez, Galan,
and Rubio, 2008; Sdnchez-Medina, Galdn-Moreno, and Rubio-Royo, 2010;
Stolfi and Alba, 2014; Stolfi and Alba, 2015a; Teklu, Sumalee, and Watling,
2007; Teo, Kow, and Chin, 2010; Péres et al., 2018a). When optimizing the
light cycle programs of traffic signals within a city to improve traffic flow
and reduce pollution, the fitness of a candidate traffic-light program is eval-
uated by simulating vehicle routes and velocities over a given traffic net-
work (Garcia-Nieto, Olivera, and Alba, 2013; Garcia-Nieto, Alba, and Oliv-
era, 2012; Sdnchez-Medina, Galdn-Moreno, and Rubio-Royo, 2010; Teo, Kow,
and Chin, 2010; Li et al., 2016). The simulation of traffic flows in a specific
city requires collecting network data (topology of the area and information
about traffic lights), which is usually precise and static, and traffic data (the
number of vehicles, their journeys, and velocities) is estimated from highly
dynamic real-world data. Given the inherent uncertainty of this estimation, it
is possible to generate distinct traffic scenarios that are all consistent with the
real-world system (Stolfi and Alba, 2015a). One way to take into account this
uncertainty is to compute an aggregated fitness value by simulating the same
candidate solution multiple times by using different traffic scenarios (Ferrer
et al., 2016). An alternative (or additional) way is to make each simulation
itself stochastic by introducing random changes to the traffic scenario dur-
ing simulation (Sdnchez, Galdn, and Rubio, 2008). The fitness of a reliable
traffic-light program should not present a high variance when evaluated on
the dynamic traffic of the actual city.

Despite the inherent uncertainty of simulated traffic scenarios, the litera-
ture on traffic-light optimization often relies on deterministic simulation of a
single traffic scenario (Sdnchez, Galdn, and Rubio, 2008; Li et al., 2016; Garcia-
Nieto, Olivera, and Alba, 2013; Garcia-Nieto, Alba, and Olivera, 2012; Péres
et al., 2018a). When multiple scenarios are considered, they are used for
evaluating the flexibility of the optimization algorithm by optimizing each
scenario separately (Sanchez, Galdn, and Rubio, 2008). Ferrer et al. (2016)
validated the reliability of candidate solutions in multiple scenarios after the
optimization phase. However, each solution is still optimized concerning a
single scenario.

On the other hand, the scenarios used are usually quite small as the pre-
sented by Garcia-Nieto, Olivera, and Alba (2013) (40 intersections, 184 traffic-
lights, 500 vehicles ) and other used to solved real-time control strategies (16—
30 traffic-lights, 800 vehicles) (Cao et al., 2017).

2.4 Real-World Data

It is common sense that: it does not matter how sophisticated a model is,
how many thousands of variables it uses, or it applies the newest resolu-
tion methods; if, when applying it, we use a synthetic scenario that little or
nothing resembles reality. When we work on a solution for a Smart City, we
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could think that two cities of similar size and a geographical location can
implement the same solution, which is a wrong assumption. Cities are like
living organisms with their particularities. Although there are common fea-
tures, models must consider this uniqueness when working with them. This
section will present the main sources of real data on cities and describe the
selected region to test our scientific contributions.

2.4.1 Open Data

The concept of Open Data (OD) (Kitchin, 2014) is a philosophy and practice
that seeks to make certain types of data freely available to everyone, without
restrictions of copyright, patents or other control mechanisms. Making data
available without restrictions to anyone globally is the primary goal of OD.
Data must be free of limitations on its exploitation, patents, access for a fee,
copyright restrictions, etc., to get OD. There is a multitude of OD sources. The
rise of technologies and paradigms such as the semantic web (Berners-Lee,
Hendler, and Lassila, 2001), the increase of the use of sensors (Sinaeepourfard
etal., 2016) and cloud computing (Hayes, 2008), among others, have favored
the generation and use of OD.

OD is essential in the development of Smart City (Barns, 2018). OD allows
the evaluation of different aspects of the city and the quality of life of its
inhabitants (Lebrusdn and Toutouh, 2020a; Lebrusan and Toutouh, 2020b;
Lebrusan and Toutouh, 2021). Besides, it can be used to design applications
that assist both citizens and managers to improve dwellers life (Estrada et al.,
2018; Camero et al., 2018). Below we will highlight some of the entities that
make this golden age of data sources possible.

Municipality Traditionally, governments have generated statistics about
their cities and citizens. In the case of Spain, among the information gen-
erated are, for example, censuses, high-level economic data, data on un-
employment levels, etc. These data were no more than summaries (aver-
ages, variances, etc.) that did not analyze the information in question intel-
ligently. Lower-level governments, such as regional and municipal govern-
ments, have opted for OD to remedy this misinformation. Thanks to OD, citi-
zens and city managers can benefit from new systems that make use of them.
Many municipalities have made a solid commitment to this idea and offer a
multitude of public OD on their web pages (Alcaide Mufioz, Rodriguez Boli-
var, and Villamayor Arellano, 2019; Meijer and Potjer, 2018). For example the
city of Malaga, Spain, has 2,338 datasets' (accessed on January 11th, 2022).

Companies Numerous companies generate OD that citizens can use. One
of the alternatives to publishing such data is agreements with public entities.
The data generated by the companies are transferred to the OD platforms of
the municipalities, which make them available to the public. Some exam-
ples are energy consumption data provided by electricity companies (such

1Malaga OD website: https://datosabiertos.malaga.eu/
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as Endesa), parking lots and vehicle-sharing stations (cars, electric motorcy-
cles, electric scooters, and public bicycles), statistics on the car fleet (in Spain
administered by the Direccién General de Trdfico), and so on.

Academic It has always been important to share the results and the data in
research. In addition to research data, the scientific university encourages the
generation of OD through challenges. For example, TSPLIB (Reinelt, 1991)
is a dataset generated by one of these challenges. TSPLIB is composed of
different sets of coordinate points distributed differently in space.

Reproducing the same research results is paramount to comparing our
solutions. Reproducibility is sharing the data and the whole environment
necessary to be able to replicate the research done (Lépez-Ibafiez, Branke,
and Paquete, 2021). In this thesis, we have tried to provide as much data
as possible to reproduce the results obtained. Appendix B lists the different
websites where the research data can be obtained.

2.4.2 Real Scenario - Malaga, Spain

For this thesis, it is imperative to achieve a real contribution that can improve
the lives of citizens. So, it was necessary to work with an actual city in the
research works described in this thesis. The selected geographical location
was the region of Malaga in Spain. We will now describe the main character-
istics of this Spanish region and the motivations that guided its choice. This
territory represents a medium-size road map and a European region. Its ge-
ographical and road map was obtained from the Open Street Map website?,
and processed by our parser, which adapts the representation of a region to
a graph as we need in our formulation.

Characteristics
We have decided to use this city as the target of our study for several reasons:
e Itis a medium-sized European city.

* It has a wide variety of OD (see municipality OD website: http://
datosabiertos.malaga.eu/),i.e., population census, filling status of bi-
cycle stations, cartographic maps, etc.

* The City Hall has a lot of Smart City initiatives. In addition, during this
thesis, there have been collaboration agreements between the research
group and the City Council to develop several Smart City initiatives.

For this thesis, we can highlight the following data on Malaga:
e Extension of around 400 km? (city) and 7,300 km? (province),

e 577,405 citizens (in 2021),

2Open Street Map website of Malaga city: https://www.openstreetmap.org/#map=13/
36.7248/-4.4253
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FIGURE 2.2: Locations of traffic lights in the downtown case of
study. The colors show large (red), medium (yellow), and small
(green) differences between the two different solutions.

363 neighborhoods,

more than 33,550 road segments,

23 public bicycles stations, and

14 electrical substations.

Maps

We have used four different scenarios based on the Malaga region. Each one
has different sizes. The scenarios are downtown, small, medium, and large.
Following, we describe in more detail each one.

Downtown scenario corresponds with the main downtown street. This
map was used previously in Stolfi and Alba (2015a), which encompasses an
area of about 3 km? with 58 intersections controlled by 275 traffic lights (Fig-
ure 2.2). This little scenario allow us to test really well our approach as the
new traffic lights plans.

Small scenario corresponds to the eastern area of the city of Malaga. We
used this map for traffic measurements since it is a more confined space,
allowing us to take measurements in the field. Figure 2.3 shows this area.
In addition, we can see the locations of different sensors for measuring the
number of vehicles (red dots) and where we made the manual measure of
the traffic. This region includes zones where traffic jams are common. The
geographical area studied encompasses an area of about 32 km?.
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FIGURE 2.3: Eastern area of Malaga. The markers are traffic
measure points (red numbers) and the traffic sampling points
(blue letters) to get the vehicles flows in the area.

Medium scenario corresponds to the whole city. Malaga is a coastal city
with more than 569,000 inhabitants in an extension of about 400 km?2. This
scenario allows us to analyze a realistic medium-sized city. Among other as-
pects, at this level, we have a multitude of OD available from the city council.
Among the datasets we have used at this level are the city census, the loca-
tion of the different neighborhoods and buildings, and the location of the
urban furniture, specifically, the public bicycle stations. Figures 2.4 and 2.5
show two examples of geographical OD over the city’s street map. We report
the location of its neighborhood centers, and the location of public bicycle
stations and the electric districts with their electrical substations.

Large scenario corresponds to the entire province of Malaga, Spain. This re-
gion of more than 7,300 km? includes many cities and towns. It is widespread
for the citizens to live in one city and work in another. This is because of the
spatial limitation of the number of homes and the excellent communication
between the coastal cities. This situation makes the car the main means of
transport for commuting to work. Under this assumption, we use the road
map (shown in Figure 2.6) to find the fastest and most ecological way of com-
muting using citizens’ vehicles. This road map has 10,601 intersections and
118,388 road segments (part of the road between two junctions).
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FIGURE 2.5: Citizen’ clusters, electrical substations, and road

map of Malaga. Each edge represent a street segment and their
color which substation it is associated with.
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Chapter 3

Optimization

3.1 Optimization Problems

An optimization problem consists of selecting the best option among all pos-
sible options according to some criterion. For example, if we are going to
work in our car, the optimization problem could be choosing the route that
generates the least gas emissions. Each of these routes would be a solution
x to our problem. A solution is composed of a series of values (for example,
the different streets through which it passes) called decision variables. Math-
ematically, a solution x can be seen as a vector x = {x1,xy, ..., X, }, where
X1, X2, ..., Xy are the decision variables. And, the set of all possible solutions X
is called the solution space or search space.

We have mentioned that we must choose the best option according to a
criterion (for example, the least polluting). So, it is necessary to measure
the quality of each solution. In optimization, we use an evaluation func-
tion f : X — R that returns a numerical value for each solution x (Talbi,
2009). The evaluation function is also called the fitness function or objective
function. The evaluation function f allows us to create a total order relation
between the solutions. The result of an evaluation function is often referred
to as the fitness value. There may be different functions to evaluate a solution
depending on the problem. For example, we can evaluate routes according to
their contamination, travel time, distance, etc. We can have two cases: (i) pre-
ferring solutions with higher fitness values than the others, or (ii) preferring
lower values. In the first case, we will say that we have a maximization prob-
lem, and in the second case, a minimization problem. Traditionally, the evalu-
ation function was only called fitness function and its resulting value fitness
value in maximization problems. Nowadays, the scientific community has
adopted fitness function as a de facto synonym of the objective function, and
in this thesis, we will take both as synonyms.

At this point, we already have the necessary basis to define optimization
problem and global optimum.

Definition 1 (Optimization problem) An optimization problem consists in find-
ing a solution x € X that optimizes (minimizes or maximizes) an objective function
f: X — R? where X is the search space.

Definition 2 (Global optimum) A solution x* € X is a global optimum if it has
a better objective function (we suppose without loss of generality a minimization
problem) than all solution in the search space, that is Vx € X, f(x*) < f(x).
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So, the goal of an optimization problem is to try to find the global opti-
mum (or to get as close as possible to it).

If the image of f is R (d = 1), we have a single-objective optimization
problem. However, if d > 1 then we say that the problem is multiobjective.
In the latter case, we will use boldface for the objective function f to highlight
that it is a vector function.

In a multiobjective problem, each objective is independent, equally im-
portant, and opposed to the other ones. In this kind of problems, we can
have several optimal solutions. Pareto dominance is a useful concept to define
this set of optimal solutions. Formally, we define it as follows.

Definition 3 (Pareto dominance) Given a vector function f : X — R?, we say
that solution x € X dominates solution y € X, denoted with x <y y, if and only
if fi(x) < fiy) forall 1 < i < d and there exists j € {1,2,...,d} such that
fi(x) < fi(y). When the vector function is clear from the context, we will use <
instead of <.

Pareto dominance defines a partial order relationship in the solution space.

Definition 4 (Pareto Optimal Set and Pareto Front) Given a vector function £ :
X — R4, the Pareto Optimal Set is the set of solutions Y C X that are not domi-
nated by any other in X:

Y={xeX|ByeX y=<x} (3.1)
The Pareto Front is the image by f of the Pareto Optimal Set: PF = £(Y).

Definition 5 (Set of Non-dominated Solutions) We say that aset Y C X isa
set of non-dominated solutions, given a vector function f : X — RY, if there is
not a pair of solutions in the set in which one solution dominates another. There is
no pair of solutions x,y € Y wherey < x.

If a solution x is dominated, it means that there is at least one solution y that
it is better than x in at least one objective. For that reason, algorithms should
try to find only non-dominated solutions.

3.2 Evaluation Metrics

In our experiments, we will not always obtain global optima. Instead, we
will have solutions whose quality we will have to compare. In addition to
the basic statistical tools (means, medians, frequencies, etc.), some tests and
metrics allow us to perform a deeper comparative study. In the following,
we will highlight two types of metrics used in this thesis: statistical tests and
quality metrics for multiobjective problems.



3.2. Evaluation Metrics 29

3.2.1 Statistical Tests

Given the stochastic nature of the algorithms used in this thesis, we have
performed different hypothesis tests to validate our conclusions about the
data. We assume a confidence level of 95% (p-value < 0.05) for all the tests in
this thesis. The following is a brief description of the most relevant ones:

Wilcoxon rank-sum test (Sheskin, 2011) is a non-parametric test that com-
pare if two group of samples are the same. It is also known as Mann-Whitney
test. With more than two groups of data we need to use a correction, usually
Holms’s or Bonferroni.

Kruskal-Wallis test is a non-parametric test. It is used to know if there
is any significant difference between the average of two groups of samples.
Kruskal-Wallis is a binary test, so performing a p-value correction for more
than two series is necessary to check if the observed differences are statisti-
cally significant. There are multiple corrections as Holms’s or Bonferroni

Ay non-parametric effect size measure statistic was proposed by Vargha
and Delaney (2000). It is a single factor ANOVA post hoc test for pairwise
comparisons. Given two random samples of a performance measure M ob-
tained by running two stochastic algorithms 1 and 2, A;, measures the proba-
bility that a run of algorithm 1 yields higher M values than a run of algorithm
2. If the two algorithms are equivalent, then 212 =05.1If A\lz = 0.3 then one
would obtain higher values for M with algorithm A, 30% of the time.

3.2.2 Multiobjective Quality Metrics

In multiobjective optimization, the non-dominated sets must be compared
to find which set of solutions is the best one. There are many multiobjective
optimization metrics proposed over the years to assess the quality of Pareto
sets (Riquelme, Von Liicken, and Baran, 2015). These metrics usually work
by comparing Pareto fronts. Some of the most popular ones are:

¢ Hypervolume (HV) and Relative Hypervolume (RHV)
¢ Generational Distance (GD) and Generational Distance Plus (GD™)

¢ Inverse Generational Distance (IGD) and Inverse Generational Distance
Plus (IGD™)

e c-indicator

Each of them is explained in more detail below.

HV is the most popular quality indicators to evaluate multiobjective al-
gorithms. The HV value of Sol is the volume of the area that is dominated by
objective vectors in Sol and bounded by the reference point g as it is shown
in Equation (3.2), where the function volume is the Lebesgue measure (Zit-
zler and Thiele, 1998b). A large HV value indicates that Sol approximates
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the Pareto front well in terms of both convergence and diversity. The RHV
metric is computed as the relative value of HV to the maximal hypervolume
of the pareto front.

V(Sol) = volume < U [s1, 1) % ... x [sn,qn]) (3.2)

seSol

GD measures the average distance from the solutions computed by the
multiobjective algorithm to their closest solution in the pareto front (Van
Veldhuizen, 1999). Let us assume the points found by the multiobjective
algorithm are the objective vector set Sol = {s1,82,...,5|5;|} and the refer-
ence points set (reference front) is P = {p1, p2, ..., pp|}- The reference front is
obtained from all the solutions obtained by all the algorithms in all the execu-
tions. Then, GD is computed according to Equation (3.3), where d; represents
the distance from s; to its nearest reference point in P. In turn, GD™ (Ishibuchi
et al., 2015) is evaluated according to Equation (3.4), where for minimization
problems the modified distance between s; and the nearest point p; € P is
computed as d;” = max{s; — p;, 0}.

1 |Sol| n
GD(Sol) = T5ol] (Z d”) (3.3)

N|—

1 |Sol| )
GD™(Sol) = Y df (3.4)
s (57)
IGD performance indicator inverts the GD and measures the distance
from any point p € P to the closest point in Sol (Coello and Sierra, 2004).
Equation (3.5) presents the IGD computation, where d; represents the dis-
tance from p; to the closest reference solution in Sol. Besides, IGD" (Ishibuchi
et al., 2015) performance metric is weakly Pareto compliant wheres the origi-
nal IGD is not Pareto compliant. The IGD™ metric es computed as it is shown
in Equation (3.6), where for minimization problems the distance between p;
and the nearest reference point in Sol is computed as d;” = max{s; — p;, 0}.

1

P\
IGD(Sol) = R (2 a@") (3.5)
i=1

IGD* L (vat)
(Sol) = P Y d (3.6)
i=1

e-indicator (Knowles, Thiele, and Zitzler, 2006) calculates the smallest dis-
tance needed to move a solution to dominate the entire reference front, as
shown in Equation (3.7).

e-indicator(Sol) = inf{e € R|Vp € P,3y € Sol,V1 <i<n:x; <ey;} (3.7)
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3.3 Algorithm Classification

An optimization algorithm is an algorithm that generates solutions to an op-
timization problem. Each candidate solution generated by an algorithm can
be evaluated using the function f to get the best one. There are many op-
timization algorithms: specific or general, constructive or iterative, inspired
by nature or following a mathematical analysis, etc. In the following, we will
present the different optimization algorithms used in this PhD thesis. We
proposed a simple classification of them, as shown in Figure 3.1. We classify
the algorithms based on their accuracy, the number of objectives they work
with, and the strategy employed. We will now analyze each of them.

There is a multitude of algorithms for a variety of problems. In particu-
lar, those that, given their formulation, ensure the best possible solution for
a given problem are called exact algorithms. This thesis uses this type of al-
gorithm to solve a specific kind of problem: the shortest path problem. The
importance of the shortest path lies in part because it is the core of different
GPS based vehicle navigators, such as Google Maps (Google Maps 2022) or
Waze (Galeso, 2016).

It is often impossible to have an exact algorithm to solve our problem,
or its computational requirements are too high. Metaheuristics are a type of
algorithm that offer promising results for these problems. Their underlying
idea is to “guide” the search processes intelligently to obtain the best possible
solution. Indeed, we would not find the optimal solution in all cases. How-
ever, metaheuristics generate sufficiently good solutions to improve many
real-world processes.

When we have a solution (not necessarily the best one) to a problem, it
is located somewhere in the solution space and therefore in the objective
space. That solution will change its location in those spaces if we modify
some of their decision variables. These movements improve or worsen the
fitness value. Trajectory-based algorithms are based on making changes to
one single solution so that it “moves” in the decision space. In this way,
the trajectory-based algorithms iteratively improve the quality of their so-
lution in order to find better solutions, in other words, the solution follows
a descending (in a minimization problem) or ascending trajectory. Under
this spatial distribution of the solutions in the search space, we can define
the neighborhood concept. A neighborhood of a solution is a set of solu-
tions close to each other, i.e., whose decision variables are similar. Also, local
search operators can be created, allowing moving a solution within its neigh-
borhood to optimize the solution.

On the other hand, instead of improving a single solution, we can have
a whole set of solutions. Population-based algorithms use a set of solutions
that are continuously optimized. There are many algorithms based on this
idea, but the most popular are Evolutionary Algorithm (EA), which are in-
spired by the evolution of species. EA calls population to the set of solutions
and individual to the solution. In them, individuals are mixed and modified
to improve generation after generation.

The different algorithms used in this thesis will be described as follows.
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FIGURE 3.1: Classification of the main algorithms used in this thesis.
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Dijkstra shortest path algorithm is a well-known exact algorithm to find
the shortest path between two nodes in a weighted graph proposed by Dijk-
stra (1959). All the weights in the graph have to be positive. Its pseudocode
is provided in Algorithm 1. The underlying idea of the algorithm is to go
through, starting from the origin node, the different adjacent nodes. Each
node is assigned the minimum sum of the weights necessary to reach that
node. If the node already has a value, the smaller of the two is set. Then the
adjacent node with the lowest weight is chosen, and the process is repeated
until the destination node is reached. Despite being a classic algorithm, it
is still used today as a baseline in the design of new optimization strategies
for the shortest path problem (Pascoal and Resende, 2015; Sedefio-Noda and
Raith, 2015). This algorithm is commonly used in different vehicle navigator
applications, such as Google Maps.

Algorithm 1 Dijkstra shortest path algorithm

Input a graph G(N, A), start node s, and end node e

: foralln € N do
dist[n] < oo
prev(n| < null
end for
dist[s] < 0
Q<+ N
u < null
while Q # @ and u # e do
u + v € Q with minimum dist[v]
Q< Q\u
if u # e then
for all neighbor v of u do
alt < dist[u] + cyp
if alt < dist[v] then
dist[v] < alt
prev[v] < u
else
prev[v] < u
end if
end for
end if
: end while
0 S+ []
U< €
: do

N N DN DNDNDN R R R P2 2 2 2 /2 2 =
U S ral o S s B A L R I e

S+u-S

u < prevlul

: while u is not null
: return S

N DN NN
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A* is an algorithm based on Dijkstra’s algorithm. We can see the pseu-
docode in Algorithm 2. This algorithm allows, like Dijkstra, to find the short-
est path in a graph. In this thesis, we use it to optimize road trips. The main
difference concerning Dijkstra’s algorithm is that A*uses a heuristic function
to estimate the cost of reaching the destination node from the current one.
The correct choice of the heuristic function can improve the performance of
the algorithm. The heuristic function used in the following works is the Eu-
clidean distance between the geographical coordinates of the nodes.

Algorithm 2 A* algorithm
Input a graph G(N, A), start node s, and end node e

1: closed <— @

2: open < {s}

3: cameFrom < empty map

4: gScore <— map with default value of co

5. gScore[s] < 0

6: fScore <— map with default value of co

7. fScore[s| < h(s,e)

8: while open # @ do

9:  u < n € open with the lowest fScore[n|
10: if u = e then

11: path < [u]

12: while u € cameFrom.Keys do

13: u < cameFrom[u]

14: path < u - path

15: end while

16: return path

17: end if

18:  open < open \ {u}

19:  closed < closed U {u}
20: for all neighbors v of u do
21: if v & closed then
22: if v & open then
23: open < open U {v}
24: end if
25: if gScorelu] 4 cyv < gScore[v] then
26: cameFrom[v] < u
27: gScore[v] <— gScore[u]| + cuy
28: fScore[v] < gScore[v] + h(v,e)
29: end if
30: end if

31: end for
32: end while
33: return failure
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Pulse algorithm, especially its version for more than two objectives, was
proposed by Duque, Lozano, and Medaglia (2015). It is an exact method to
solve the multiobjective shortest path problem. Pulse is based on a brunch
and cut. This algorithm uses a strong pruning strategy to discard, as soon
as possible, branches that are dominated by the solutions found so far. The
set of solutions is updated when the algorithm obtains new non-dominated
solutions. This allows us to get different sub-optimal Pareto sets (approxi-
mations of the optimal Pareto set) during the execution of the algorithm. The
main pseudocode is presented in Algorithm 3.

Algorithm 3 Multiobjective Pulse algorithm

Input a graph G(N, A), start node s, and end node e

1: P« {}

2: E(P) +—0

3: initialization(G)

4: Pulse(s,c(P), P)

5: return Xr

6: function PULSE(v;, ¢(P), P)

7. if isAcyclic(s, P) then

8: if —checkNadirPoint(v;, ¢(P)) then

9: if ~checkEfficientSet(v;, ¢(P)) then
10: if —checkLabels(v;, c(P)) then
11: store(c(P))
12: P+ PU{v;}
13: for v; € outgoingNeighbors(v;) do
14: for k = 1 to size(¢) do
15: Ck(Pl) — Ck(P) + Cijk
16: end for
17: Pulse(v;, ¢(P'), P')

18: end for

19: end if
20: end if
21: end if
22: end if

23: end function

Iterated Local Search (ILS) was introduced by Lourenco, Martin, and Sttit-
zle (2003). The pseudocode is presented in Algorithm 4. ILS performs a shake
on the current (best) solution x and applies a local search to get the nearest
local optimal x'. If x’ improves on the best solution found so far x, it becomes
the new best solution x <+ x’; otherwise, it is discarded. The underlying idea
of this algorithm is to find the local optima quickly and move between them
until the global optimum is reached. They need processes, local searches, that
allow them to explore the search space near the current solution intelligently.
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Algorithm 4 Iterated Local Search

—_

x < generation()
2: x < localsearch(x)

3t 1 > generation counter
4: while non stopping condition do

5. x’ < shake(x, npert)

6 x" < localSearch(x")

7 x < acceptance(x, x’)

8 t—t+1

9: end while

10: return x

Simulated Annealing (SA) was proposed by Kirkpatrick, Gelatt, and Vec-
chi (1983). The annealing of metals inspires this algorithm. By controlling the
heating and cooling, specific properties are given to the metals. SA moves
the solution to neighborhoods with worse fitness in the early stages (high
temperature) based on this idea. At this stage, exploring new regions of
the search space is favored. The probability of choosing a worse solution
decreases as the temperature decreases, and therefore the nearby neighbor-
hood is exploited more. Its pseudocode is provided in Algorithm 5. The
cooling strategy estimates the temperature ¢ in the current iteration of the
algorithm. The potential function uses this temperature to accept the new
solution generated by the shake function from the previous one, even if it
does not improve to the best solution found so far. The potential function
allows controlling the exploration of the algorithm during its execution. This
thesis has made a slight adaptation of a classical SA. The function next indi-
cates the distance of the neighborhood that we will explore in this iteration
(number of decision variables that change). After that, shake performs the
movement from the current solution x to another one x’ in the neighborhood
and repeats the algorithm.

Algorithm 5 Simulated Annealing

—_

x < generation()
x < localsearch(x)
1 > generation counter
while non stopping condition do
t < cooling(to, t)
k < next(t, maxiter)
x" < shake(x, k)
x < potential(x, x’, to, t)
t—t+1
end while
: return x

[ ——
= O
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Variable Neighborhood Search (VNS) was introduced by Mladenovié¢ and
Hansen (1997). We have based ourselves on the version presented in Drezner
et al. (2015). This algorithm is based on the concept of neighborhood de-
tined before. Each possible solution has a neighborhood associated to it. The
pseudocode is in Algorithm 6. The current solution x is modified accord-
ing to these neighborhoods: we select the k-th neighbor using the function
next and change the current solution to a new one x’ in the neighborhood of
x by the shake procedure. After we move to a new solution, a local search
process improve it, we assume that the two local searches could be differ-
ent between them. In this version, a number maxAttempts of consecutive
non-improvements is allowed before an iteration of the algorithm.

Algorithm 6 Variable Neighborhood Search

1: x < generation()

2: x < localSearchq(x)

3: restart < true

4: while restart & non stopping condition do
5: restart <— false

6: j1

7: while —restart & j < maxAttempts do
8: t+1

9: while —restart & t < kjar do
10: k < next(t, kiax)
11: x" < shake(x, k)
12: x" « localSearchy (x')
13: x < acceptance(x, x’)
14: if x = x’ then restart < true
15: else restart < false
16: end if
17: t—t+4+1
18: end while
19: jj+1

20: end while
21: end while
22: return x

Genetic Algorithm (GA) was originally presented by Whitley (1994). A ba-
sic pseudocode is shown in Algorithm 7. This kind of algorithms is inspired
by natural evolution. In each iteration, the algorithm generates A new solu-
tions (new population). GA selects several solutions from the population set
P according to a selection criteria. These solutions are called the parent so-
lutions. In this thesis, the selection process used always return two parents.
The parent solutions are mixed (crossover) between them to generate a new
ones (called offspring). There are many crossover operators in the scientific
literature, in the presented pseudocode the crossover operator only return



38 Chapter 3. Optimization

one offspring solution. After that, the new solution is probabilistically dis-
turbed by the mutation. At the end of an iteration, we have a new set Q of
offspring. Two types of strategies are commonly used to update the popula-
tion P with elements of Q

* (u,A): We select A elements of Q and replace the same number of ele-
ments in P following some kind of criteria.

* (u+ A): We merge the two sets P U Q and select u individuals following
some kind of strategy as randomly, elitist, the worst ones, etc.

After that, they are the new population P for the next iteration. Finally, the
algorithm returns the best solution found in the population of solutions.

Algorithm 7 Genetic Algorithm

1: P < generatePopulation()

2t 1

3: while non stopping condition do

Q«+©

for ! € {1..size(P)} do
parenty, parent, <— selection(pop)
X < crossover(parenty, parent;)
x" +— mutation(x)
Q«+— QuU{x'}

10: end for

11: P < replacement(P, Q)

12: t—t+4+1

13: end while

14: return P

Differential Evolution (DE) is an evolutionary algorithm that does not use
a nature-inspired mutation of the individuals. Instead, this algorithm cre-
ates a new individual applying a mathematical formula of two vector par-
ents. This algorithm is especially suitable for continuous optimization. DE
was originally proposed by Storn and Price (1997). Algorithm 8 shows the
pseudocode of a DE. The main feature of this algorithm is in its crossover
operation. There are many of this kind of operators in the scientific litera-
ture (Price, 2013). Specifically, in this thesis, we use the “DE/best/1/bin”
strategy (Price, Storn, and Lampinen, 2005) to create the new individuals.

Particle Swarm Optimization (PSO) was originally proposed by Kennedy
and Eberhart (1995). Algorithm 9 shows a pseudocode of PSO. This swarm-
intelligence metaheuristic tries to improve the whole population continu-
ously. In each iteration, the algorithm moves the solutions (modify them),
which it calls particles, into more promising areas of the solution space. Each
solution uses information from its position, experience, and the rest of the
particles (social knowledge) to modify its motion vector and approach better
regions of the search space.
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Algorithm 8 Differential Evolution

—_

= e
N 2

13:
14:

ct+1

©; < generatePopulation()
evaluate(©®;)
while non stopping condition do
"W +— O > auxiliary population
fori € {1.size(P)} do
@Pparents ¢+ selection(®y)
@°hild « DE-crossover(@Pparents)
evaluate(@¢hild)
Enew . @new | @child
end for
®;11 < Replace(®;, ©"W)
t—t+1
end while

Algorithm 9 Particle Swarm Optimization

1:
2:
3:
4:
5:
6
7
8
9

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

pop < generatePopulation()
p < pop > set of best known solutions
best < getBestSolution(pop)
fork € {1..pop} do
Uk < u(_|bupper - blawer’/ ’bupper - blower‘)

: end for
i1
: while j <iter & non stopping condition do

fori € {1.size(P)} do
X < pop;
for f € {1.x} do
rp < U(0,1)
re < U(0,1)
Vi f < WO+ Pprp(pif — Xf) + Pgrg(bests — x¢)
end for
X< X+ 0
if evaluation(x) < evaluation(p;) then
pi < X
if evaluation(p;) < evaluation(best) then
best < p;
end if
end if
end for
i—i+1
end while
return best
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Non-dominated Sorting Genetic Algorithm II (NSGA-II) was proposed
by Deb et al. (2002a). The evolutionary search applied by NSGA-II uses
a non-dominated elitist ordering to mitigate the complexity of the domi-
nance check, a crowding technique to keep the diversity in the solutions,
and a fitness assignment method that takes into account dominance ranks
and crowding distance values. NSGA-II applies the (y+A) evolution model.
Tournament selection is applied, with a tournament size of two individu-
als. The tournament criteria is based on dominance between solutions. If the
two compared individuals are non-dominated, the selection is made based
on crowding distance. Fitness assignment is performed considering Pareto
dominance rank and crowding distance values.

Algorithm 10 Non-dominated Sorting Genetic Algorithm II

1: of fspring < @
2: P < generatePopulation()
3: while non stopping condition do

4:  evaluate(P) > population evaluation
5: R < PUoffspring

6:  fronts < non-dominated sorting(R))

7: Q<+

8: i1

9:  while |Q| + |fronts(i)| < N do

10: crowding distance( fronts(i))

11: Q < QU fronts(i)

12: i< i+1

13: end while

14:  sortingByDistance( fronts(i))

15: Q <« QU fronts(i)[1: (N —|Q|)]

16: selected < selection(Q)

17 of fspring < evolutionaryOperators(selected)
18: P+ Q

19: end while

20: return computed Pareto front

Multiobjective Evolutionary Algorithm Based on Decomposition (MOEA/D)
is an evolutionary algorithm proposed by Zhang and Li (2007). In this evo-
lutionary algorithm, we have used the proposed version called MOEA /D-
STM (Li et al., 2014). The pseudocode of this version is presented in Algo-
rithm 11. The basic idea of MOEA /D is divide and conquer. The approach is
to divide the multiobjective problem into multiple single-objective problems.
MOEA/D uses a method of scaling the problem by several weight vectors
@'T to divide the space. This strategy allows us to obtain different solutions
in these regions simultaneously and thus, improve the approximate Pareto
front in a coordinated way.



3.3. Algorithm Classification 41

Algorithm 11 Multiobj. Evolutionary Algorithm Based on Decomposition

1: P < generatePopulation()

2: weightVectors < initializeWeightVectors()
3: Z* < setldealVector()

4: 7" < setNadirVector()

5. for index € {1..maxGenerations} do

6: B(Z) %{il,...,iT}

where @, ..., D' are the T closest weight vectors to @'

7 1

8: end for

9: fori € {1..maxGenerations} do

10: Q«+®

11: foreachi € I do

12: if U(0,1) < ¢ then E < B(i)

13: else E < P

14: end if

15: newPopulation < generateChildPopulation(poulation)
16: parents <— selection(newPopulation)
17: child < crossing(parents)

18: child < mutate(child)

19 Q « QU child
20: update(z*)
21: update(z"%)

22: end for

23: R+ PUQ

24: P < STM(R,W,z*,z")
25: end for

26: return P

Strength Pareto Evolutionary Algorithm 2 (SPEA2) was an evolution of
the SPEA algorithm Zitzler and Thiele (1998a) made by Zitzler, Laumanns,
and Thiele (2001b). SPEA2 is distinct from other Multiobjective Evolution-
ary Algorithms because it applies the strength concept on the fitness com-
putation, which is based on both Pareto dominance and diversity. Thus,
the strength measures how many solutions dominate (and are dominated by)
each candidate solution. In turn, a density estimation is also considered for
fitness assignment. Furthermore, an elite population is defined to store the
non-dominated individuals found during the search to apply elitism. SPEA2
working on a population P (size N) is shown in Algorithm 12. The elitePop
parameter represents the elite population, which has eliteSize size. The most
similar individuals are removed by a pruning method to assure that the size
of the elite population is always eliteSize when the elite population is full.
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Algorithm 12 Strength Pareto Evolutionary Algorithm 2

1: t+0

2: elitePop < @

3: generatePopulation(P(0))

4: while non stopping condition do

evaluate(P(t))

R < P(t) UelitePop

fors; € Rdo
Siraw <— computeRawEvaluation(s;, R)
Sigensity < computeDensity(s;, R)

10: Sifitness < Sipqw + Sidensity

11: end for

12 elitePop < nonDominated(R)

13: if size(elitePoP) > eliteSize then

14: elitePop <— removeMostSimilar(elitePop)

15: end if

16:  selected < selection(R)

17 of fspring < evolutionaryOperators(selected )

18: t—t+1

19: end while

20: return computed Pareto front




Part 11

Problems

43



YOV YW 30
QVaISY3AINN




45

Chapter 4

Hybridization for Traffic Lights
Simulation Optimization

4,1 Motivation

In many real-world optimization problems, the evaluation of candidate solu-
tions requires the simulation of a process under various scenarios that repre-
sent uncertainty about the real world. Good solutions should achieve good
objective function values and show robustness, i.e., low variance across sce-
narios. To assess the robustness of solutions, it is often required to simulate
each solution several times using different data, starting conditions or ran-
dom numbers. For example, when planning the traffic light schedules within
a city, it is desirable to find a schedule that works well under many different
traffic conditions (Bravo et al., 2016; Ferrer et al., 2016; Garcia-Nieto, Alba,
and Olivera, 2012; Garcia-Nieto, Olivera, and Alba, 2013; Sanchez, Galan,
and Rubio, 2008; Sdnchez-Medina, Galan-Moreno, and Rubio-Royo, 2010;
Stolfi and Alba, 2014; Stolfi and Alba, 2015a; Teklu, Sumalee, and Watling,
2007; Teo, Kow, and Chin, 2010; Péres et al., 2018b). However, legal and
technical limitations may make real-time traffic light control infeasible. A
common approach simulates each candidate solution under several traffic
scenarios generated from actual traffic data. However, there is a trade-off be-
tween the number of traffic scenarios used for evaluating each solution and
the maximum number of candidate solutions evaluated.

Scientific work as Ferrer, Lopez-Ibafiez, and Alba (2019) has shown that
IRACE (Lopez-Ibafiez et al., 2016) can find high-quality and low-variance
traffic light schedules by dynamically adjusting the number of simulations
performed per solution. The elitist iterated racing algorithm implemented
by IRACE has been traditionally used to configure parameters in machine
learning and optimization algorithms. Each configuration must be evaluated
on several training instances of an optimization problem, and the algorithm
themselves are often stochastic. The algorithm implemented in IRACE uses a
learning mechanism inspired by reinforcement learning to sample new solu-
tions from the best ones previously found. Although this approach tends
to work well for configuring a mix of categorical and numerical parame-
ters with dependencies and constraints, other operators may perform better
when the problem consists only of numerical decision variables.
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In this chapter, we introduce a hybridization of operators from Evolution-
ary Algorithm (EA) and the elitist iterated racing of IRACE. We evaluate its
performance on the traffic light optimization problem and compare it with
previous results from the literature. The idea of previous approaches to hy-
bridizing EAs and racing were performing independent races to carry out the
evaluation step within an EA (Heidrich-Meisner and Igel, 2009), whereas our
proposal replaces the sampling mechanism in IRACE, which is not simply a
sequence of independent races, with evolutionary operators.

Besides, to add value to our experimentation, we use an instance based
on real data from the city of Malaga, Spain. We also utilize a traffic simulator,
SUMO (Behrisch et al., 2011; Krajzewicz et al., 2012a), to evaluate each of the
traffic light schedules generated by the algorithms. With this, we not only
seek to analyze which algorithm is better but also to solve a real problem of
a real city.

In summary, the main contributions of this chapter are:

* We propose new hybrid algorithms that combine racing strategies with
evolutionary operators to obtain powerful and robust algorithms.

* We optimize the traffic light plan of the small map of Malaga using
detailed micro-simulations.

* We offer an in-depth analysis of our hybrid algorithms and compare
them with well-known EAs such as a Genetic Algorithm (GA) and a
Differential Evolution (DE).

* We study which algorithm presents the most significant improvement
to the city according to different traffic quality measures and emission
reduction.

The rest of this chapter is organized as follows: Section 4.2 presents a de-
scription of the Traffic Light Scheduling Problem. Section 4.3 describes the
hybridization between IRACE and EAs. Section 4.4 outlines the main aspects
of our experimentation. We discuss the results obtained in Section 4.5. Fi-
nally, Section 4.6 presents some conclusions.

4.2 Problem Description

Traffic flow in large Smart City has become one of the most severe prob-
lems large cities face. This problem is further aggravated in some cases due
to the high amount of traffic jams, traffic accidents, or even injured people
or deaths. Therefore traffic must be regulated with some elements such as
traffic lights. The larger the metropolitan area, the higher the number of traf-
tic lights needed to control the traffic flow. Optimal management of traffic
might be beneficial to minimize journey times and reduce fuel consumption
and harmful emissions.

Traffic lights are coordinated in phases: green, yellow and red. In this
way, when some traffic lights of the same intersection are in green, some
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others must be in red. Besides, the different pre-defined phases for an inter-
section are sequences repeated over time, we call Traffic Light Program (TLP)
to each of those sequences.

The large number of program combinations that appear in traffic light
schedules of large cities require automatic tools to generate optimal TLP,
which motivates the Traffic Light Scheduling (TLS) problem (Sanchez, Galan,
and Rubio, 2008; Garcia-Nieto, Olivera, and Alba, 2013; Sanchez-Medina,
Galdn-Moreno, and Rubio-Royo, 2010). The main objective of this problem is
to find optimized TLP for all the traffic lights located in the intersections of
an urban area to reduce journey time, emissions, and fuel consumption.

Let us define the TLS problem as follows. Let P = (I3, ..., I;) be a candi-
date TLP, where each I; corresponds to a different intersection defined as a
set of predefined valid phases I; = (@1, ..., @i, ), Where m; = |I;| and each
¢ij € INT represents the duration (in seconds) of phase j in intersection I;,
that is, the duration of each valid phase of light colors. Each sequence of
light colors is fixed for each traffic light by the Traffic Control Center. A ex-
ample of colors could be “Red-Yellow-Green-Red-Green-Yellow”. The objective
is to find a TLP P’ that minimizes a fitness function f: I' — R such that:

P’ = argmin{f(P)} (4.1)
Perl

where I’ is the space of all possible TLPs.
In order to define the fitness function, we need to explain some concepts
used in the definition. The evaluation of a solution is performed using a
traffic simulator that provides information regarding the flow of vehicles.
Vehicles travel from a starting position to a destination position, then the
travel time (t,) of a vehicle v is the number of simulation steps (1 second per
simulation step) in which its speed was above 0.1 m/s, while its waiting time
(wy) is the number of simulation steps in which its speed was below 0.1 m/s.
Long phase duration may lead to a collapse of the intersection. TLPs
should prioritize those phases with more green lights on the directions with
a high number of vehicles circulating. So, we should maximize the following
ratio measure:
n_ il Gy
GR(P) = ZZ(sz'R—

i=1j=1 ij

(4.2)

where G;j; is the number of traffic lights in green, and R;; is the number of

traffic lights in red in phase j of intersection i and ¢;; is the duration of the

phase. The minimum value of R;; is 1 because if in a cross of vehicles there is

a traffic light in green, must be another in red (to avoid crass accidents).
Finally, we define the following fitness function to be minimized:

, V(P)
yrem(p) .t S (t,(P) 4+ wy(P))

f(P) = V(P)zTGR(P) (4.3)

where the presence of vehicles with incomplete journeys V™™ (P) penalizes
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the fitness of a solution P proportionally to the simulation time ™. The
number of vehicles that arrive at their destinations is squared (V(P)?) to pri-
oritize this criterion over the rest. Garcia-Nieto, Alba, and Olivera (2012) and
Garcia-Nieto, Olivera, and Alba (2013) used successfully this fitness function.

4.3 Hybridization of IRACE and EAs

There are many definitions of hybrid algorithms, yet the general idea is to
combine components or concepts from different techniques to exploit desir-
able characteristics of those components to tackle problems with particular
features (Blum and Raidl, 2016). In this chapter, we combine the elitist it-
erated racing strategy from IRACE with evolutionary operators to obtain an
algorithm that performs well on numerical optimization problems where the
titness of each solution is uncertain and must be evaluated using multiple
simulations. The elitist iterated racing strategy of IRACE decides how many
simulations should be performed per solution, how solutions are compared,
and which solutions should be discarded at each iteration. The evolutionary
operators are responsible for generating new solutions from the surviving
population of solutions. Next, we will briefly explain the base algorithm,
IRACE, and the different characteristics of the hybrid algorithm.

4.3.1 IRACE

IRACE (Lopez-Ibanez et al., 2016) has been previously used as a solver in real
problems as the TLS problem (Ferrer, Lépez-Ibédfiez, and Alba, 2019). A de-
scription of the main functionality of IRACE and its pseudocode can be seen
in Appendix C.2.2. Specifically, the pairwise paired Student’s t-test is used as
the elimination test because this statistic test performed well previously (Fer-
rer, Lopez-Ibéfiez, and Alba, 2019).

4.3.2 Hybrid Algorithms

Now, let us analyze our hybrid algorithms. The IRACE function Sample(M)
generates a new set of candidate solutions to the problem. In our hybrid al-
gorithms, we replace that function with operators taken from two EAs: GA
and DE. We call IRACE+GA and IRACE+DE, respectively, to these new hy-
brid algorithms. These EAs have already demonstrated their effectiveness in
solving the TLS problem (Ferrer, Lépez-Ibédfiez, and Alba, 2019), so we con-
sider them to hybridize with IRACE. In this way, the racing step remains in-
tact but the sampling of new solutions is carried out by these EAs. In IRACE,
the Sample(M) procedure is equivalent to the mating selection and variation
steps of an EA, i.e., selecting parents, generating new individuals from them
(crossover), making some modification to the new solutions (mutation), and
returning the new set of solutions. IRACE works with both numerical and
categorical parameters. TLS problem only has numerical parameters, so, we
do not have to deal with categorical parameters.
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The set of elite solutions ®¢!it¢ contains the best solutions found by IRACE
after the race performed at each iteration. In our hybrid algorithm, the par-
ents used by the evolutionary operators are selected from @°1*¢. However,
the size of ®°!i** may vary each iteration and may be insufficient for the num-
ber of parents required by the evolutionary operators. We handle this situa-
tion by generating additional parents by random uniform sampling as in the
initial iteration. This mechanism also introduces more diversity to the set of
parent solutions. Because we use several evolutionary operators, the number
of selected parents differs from one algorithm to another. IRACE+GA needs
two parents for the operator execution, while IRACE+DE needs four. The
restriction in the number of parents is given by the operators used by each
algorithm, because each operator requires a different number of solutions to
generate a new one.

Two variants of the proposed hybrid algorithm are implemented with the
following operators:

¢ IRACE+GA: uniform crossover (Syswerda, 1989) and integer polyno-
mial mutation (Deb and Agrawal, 1999)

* IRACE+DE:DE/best/1/bin strategy (Price, Storn, and Lampinen, 2005).

The evaluation of the new solutions returned after the Sample(M) phase
is computed by performing several simulations, as carried out by IRACE. Af-
ter the evaluation phase, we merge this set of new solutions @V with set
of elite solutions ®°!i*¢ to execute the racing. This returns a new set of elite
solutions, which will be used in the next iteration of the hybrid algorithms.

4.4 Experimental Setup

We describe here the experimental protocol followed. First, we describe the
real-world case study of TLS problem that is the main motivation of our re-
search. After that, we provide details about the experiments carried out. We
will analyze these experiments in the next section.

4.4.1 Real-World Case Study

We consider a realistic scenario derived from the downtown traffic network
of Malaga. Our network model was created from real data about traffic rules,
traffic element locations, road directions, streets, junctions, etc. Also, we
needed the routes and vehicles circulating and their speeds to create the test-
ing and training traffic scenarios. This information was collected from sen-
sorized points in particular streets, measuring traffic density at various time
intervals. We have applied the Flow Generator Algorithm (Stolfi and Alba,
2015a), using sensed data extracted, to generate 60 different traffic scenarios
with an average of 4,827 vehicles (or different vehicle routes) per scenario.
We split the generated traffic scenarios into two equal sets of 30 scenarios
each to evaluate the reliability of a candidate solution. One (training) set is
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exclusively used for optimization, that is, for identifying optimal TLS prob-
lem solutions. The other (testing) set of scenarios compares the solutions
found during optimization.

4.4.2 Case Study Constraints

Real-world instances of the TLS problem often present additional constraints.
In our case, we consider the constraints recommended by the City Council of
Malaga. Phases with any yellow signals are called fixed phases because they
have a predetermined duration, and Y will denote the set of such phases.
These fixed phases correspond to pedestrian crosses, which last for a fixed
time of 4 x number of lanes seconds. Non-fixed phases have a minimum du-
ration of @min = 15 seconds. Moreover, the total program time (Tp;) within
each intersection [;, which is computed as the sum of its phase durations:

1]
Tpi =Y ¢i (4.4)
i=1

Tp; is constrained within [TpPmin, TPmax]. For the City Council of Malaga,
TPpmin = 60 and Tpmax = 120 seconds.

By default, the first programs of all intersections start simultaneously.
However, we also optimize an offset time at each intersection (To;) that rep-
resents a shift in seconds of the starting time of the program at the start of
the simulation. If the offset value of an intersection is negative, then the
program start time is shifted back that number of seconds, and the program
starts on a phase before the first one; whereas if the offset is positive, the
program begins as if that number of seconds has already passed, i.e., skip-
ping those seconds from the duration of the first phase and, maybe, of later
phases. Offset times enable the emergence of a series of coordinated traf-
fic lights that produce a continuous traffic flow over several intersections in
one main direction. Offset values are constrained within the time interval
To; € [Tomin, Tomax] = [—30, 30].

4.4.3 Repair Procedure

The TLS problem is subject to some constraints that we explained in Sec-
tion 4.4.2. We propose a repair procedure used by all the algorithms before
the simulation to ensure valid candidate solutions. The value of each phase
duration ¢;; is already constrained within a range that is larger than the min-
imum phase duration ¢nin. However, we need to guarantee that the total
program time Tp; is within [T Pmin, TPmax). We can distinguish two cases.

In the first case, if the total program time for intersection I; is smaller than
Tpmin, then we replace each non-fixed phase (those that do not contain a
yellow signal, i.e., ¢;; ¢ Y) with

T min — T IY
Pij = {(Pij'—p . 4 —‘ (4.5)
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where Tp! = Z(sze LNy ¢ij is the sum of the fixed phase durations within

intersection I;.
In the second case, if the total program time is larger than Tpmax, then we
replace each non-fixed phase (¢;; ¢ Y) with

TPmax — TPBK — @min - IIi \ Yl
sz' - TPIY — @Pmin ° Hi \ Y’

@ij = Pmin + (4)1] - gomin) ) (4.6)

where |I; \ Y| is the number of non-fixed phases within intersection I; and
Tp! is the total duration of the fixed phases within intersection I;.

4.4.4 SUMO Simulator

The quality of a solution (traffic light program) is evaluated through the Sim-
ulator of Urban Mobility (SUMO) (Behrisch et al., 2011; Krajzewicz et al.,
2012a). A description of SUMO is provided in Appendix C.2.5.

Since we already introduce variability by means of the different traffic sce-
narios, we fix the random seed used by SUMO to zero in all simulations. This
means that, given a traffic scenario and a candidate solution, the simulation
is deterministic. In all experiments, we stop each run of an algorithm, either
a variant of IRACE or otherwise, after executing 30000 calls to the SUMO
simulator. Given that each solution is simulated on a number of different
scenarios, the number of solutions evaluated per run is often much lower.

4.4.5 Algorithms

In our experiments we compare IRACE with the two hybrid variants de-
scribed above, namely, IRACE+GA and IRACE+DE. In addition, to assess
the contribution of the elitist racing mechanism, we also evaluate the classi-
cal GA and DE algorithms. Here, we describe the implementation details of
these algorithms.

Following the conclusions from another state-of-the-art work on the TLS
problem (Ferrer, Lopez-lbafiez, and Alba, 2019), we use default settings for
IRACE and the hybrids, except the following. The population size is fixed to
10 individuals (also for GA and DE), the minimum number of traffic scenar-
ios simulated per candidate solution is set to two (Tfirst = 2) and we enable
the deterministic option that tells IRACE that the only source of uncertainty
are the different scenarios and not the simulations themselves. The evolu-
tionary algorithms use a fixed number of simulations per candidate solution.
Each solution is simulated on five different training scenarios and its fitness
is computed as the mean fitness over the five simulations. In (Ferrer, L6pez-
Ibafiez, and Alba, 2019), the authors already compared IRACE with differen-
tial evolution, genetic algorithm, particle swarm optimization, and a random
search; and showed that IRACE obtained the best results with GA and DE be-
ing a close second, therefore, we focus here in the comparison of IRACE, GA,
DE, and the hybrids.
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Our GA implementation uses a ranking method for parent selection and
elitist replacement for the next population, that is, the two best individuals
of the current population are included in the next one. The operators used
are uniform crossover and integer polynomial mutation with 1.0 of proba-
bility of crossover and 0.1 of probability of mutation. These parameter set-
tings were found by additional experiments carried out in previous stud-
ies (Bravo et al., 2016) to produce a search behavior that is more exploita-
tive rather than explorative, which is more appropriate for the TLS problem.
Our DE implementation uses a “best/1/bin” strategy with difference factor
F = 0.5 and probability of crossover 0.5. These are the default parameter
values in jMetal (Nebro, Durillo, and Vergne, 2015). Finally, IRACE+GA and
IRACE+DE use the same parameter settings as the GA and DE, respectively.

4.4.6 Experimental Details

As mentioned above, we generated 60 traffic scenarios from real sensor data
and we split these scenarios into two sets of size 30. One set (training set)
is used when running the algorithms to find TLS problem solutions, while
the other set (testing set) is used for evaluating the fitness and reliability
of these solutions and comparing the various strategies analyzed in this re-
search. During optimization, the traffic is simulated up to a predefined time
horizon (1 hour plus 10 minutes of warm-up, in our case) in order to simulate
the peak period in our real-world case study. For the constraints of the TLS
problem, we apply the same repair method as in Ferrer, Lopez-Ibafez, and
Alba (2019).

The algorithms presented are non-deterministic algorithms, so we per-
formed 30 independent runs for a fair comparison between them. After the
executions, we applied the non-parametric Kruskal-Wallis test with a confi-
dence level of 95% (p-value < 0.05) with Holms’s p-value correction to check
if the observed differences are statistically significant. In the cases where
Kruskal-Wallis test rejects the null hypothesis, we run a single factor ANOVA
post hoc test for pairwise comparisons. To properly interpret the results of
statistical tests, it is always advisable to report effect size measures. For that
purpose, we have also used the non-parametric effect size measure Ay, statis-
tic proposed by Vargha and Delaney (2000).

4.5 Results

To give an in-depth view of the performance of our hybrid algorithms against
the standard ones, we will analyze their performance in several sets of sce-
narios (training and testing). With this, we want to present the competitive-
ness of our proposal and give a solution to the TLS problem.
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FIGURE 4.1: Mean fitness of the best solutions found so far

within each run, as estimated by each algorithm at each mo-

ment of its execution on traffic scenarios from the training set.
Results in the range [10,000, 30,000] are magnified.

4.5.1 Training Set

During the training phase, each algorithm performs a maximum of 30,000
simulations. Figure 4.1 shows the best fitness obtained, over the number of
simulations, averaged over 30 runs of each algorithm. We can see that, in
general, up to 10,000 simulations, all the algorithms improve significantly
the quality of their solutions, but after this number of simulations, the im-
provement slows down. Although the GA and DE obtain the best results
up to 5,000 simulations, they are quickly overtaken by IRACE and its hybrid
variants. Figure 4.1 also shows in more detail the differences, starting from
10,000 simulations, between IRACE, IRACE+DE and IRACE+GA. We can no-
tice that IRACE+DE consistently obtains the lowest mean fitness, while IRACE
and IRACE+GA show a similar result. The plot also shows that the fitness re-
ported by the IRACE hybrids sometimes increases due to the racing procedure
performing additional simulations to refine the estimation of the fitness.

We have performed an A\lz test at the end of the training execution (30,000
simulations) to check if IRACE+DE is indeed better than the other algorithms.
Table 4.1 shows the results of the 212 test among the different algorithms,
where each value gives the probability of the algorithm in the column return-
ing a better solution than the one in the row. The test indicates that GA is bet-
ter than the rest of the algorithms. However, we also look at the other statis-
tics shown in Table 4.2. Although GA has better median than IRACE+DE’s
only by 1074, the standard deviation of IRACE+DE is 3.6 times less than GA.
Thus, we conclude that IRACE+DE is more robust than GA. EAs obtain lower
mean and median, while IRACE reports solutions with smaller variability.
These results support our approach of hybridizing IRACE with EAs to ob-
tain good quality robust solutions. Particularly, IRACE+DE looks like a good
option if we want to apply these features.
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TABLE 4.1: Results of the Aj; test for the evaluation of the last
solutions found over training scenarios. Probability that the al-
gorithm (column) is better than another algorithm (row). We
highlight in bold the values when the algorithm in the column
is better than the algorithm in the row.

IRACE IRACE+DE IRACE+GA GA DE
IRACE — 0.6711 0.6100 0.6067 0.4933
IRACE+DE | 0.3289 — 0.3956 0.5122 0.3556
IRACE+GA | 0.3900 0.6044 — 0.5478 0.4267
GA 0.3933 0.4878 0.4522 — 0.3811
DE 0.5067 0.6444 0.5733 0.6189 —

TABLE 4.2: Statistics of each algorithm from the best solutions
obtained in the 30,000 simulation of the training. We mark in
bold the lower value of each metric.

Algorithm  Mean Median SD
IRACE+DE 0.1585  0.1563 0.0101
IRACE+GA 0.1597  0.1590 0.0076
IRACE 0.1621  0.1615 0.0064
GA 0.1684  0.1562 0.0364
DE 0.1689  0.1596 0.0215

4.5.2 Testing Set

The above reported statistics were obtained after evaluating the final solu-
tions on the same scenarios used during optimization, but the training sce-
narios will never arise exactly in the real world. We evaluate again the so-
lutions on the 30 testing scenarios to properly assess their quality in unseen
scenarios. Figure 4.2 shows the boxplots of each independent execution in
each algorithm. EAs have the highest variability, while the other three algo-
rithms have more robust boxplots.

To better compare the different algorithms, we summarize the mean, me-
dian, and standard deviation (see Table 4.3) between the independent runs.

0.4

0.3

Fitness

it e S a4

\

IRACE

IRACE+DE
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DE

GA

FIGURE 4.2: Fitness of the solutions obtained by the 5 algo-
rithms. Each boxplot shows the distribution of fitness values of

one solution on the 30 traffic scenarios in the test set.
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TABLE 4.3: Statistics of each algorithm from the best solutions
obtained in the testing phase. We mark in bold the lower value
of each metric.

Algorithm  Mean Median SD

IRACE+DE 0.1607  0.1571 0.0175
IRACE+GA 0.1620 0.1577 0.0184

IRACE 0.1623 0.1581 0.0184
GA 0.1793 0.1630 0.0407
DE 0.1769 0.1676 0.0275

TABLE 4.4: Wilcoxon Test p-value of the testing set with Holm

correction.
IRACE DE IRACE+DE GA
DE < 2e—16 — — —
IRACE+DE 0.0237 < 2e—16 — —
GA 3.5e—11 0.0011 < 2e—16 —
IRACE+GA 0.3284 < 2e—-16 0.2122 5.3e—13

IRACE+DE gets the best results in each of these metrics, followed by IRACE
and IRACE+GA, which are very similar, and the last ones, the EAs. This is an
excellent result for IRACE+DE because, as it was proved in the training re-
sults, remarks the competitiveness of the algorithm also in the testing phase.

Anyway, the algorithms using IRACE obtain very similar results. This
makes us wonder if there are significant differences between them. To study
this, we perform a Wilcoxon rank-sum test between the algorithms to check
if there are significant differences. Table 4.4 shows the p-values reported by
the test. As we expected, IRACE+DE has significant differences compared to
IRACE and EAs. This result support our working hypothesis: including EAs
(specifically a DE) into IRACE can improve the performance. IRACE+GA and
IRACE do not offer significant differences between them, which is not a bad
result either, since at least the hybrid algorithm reaches a similar performance
to IRACE. Lastly, EAs have significant differences with the others algorithms.

Finally, we perform an A1, test to see if our hybrid algorithms (especially
IRACE+DE) effectively beat the other competitors. Table 4.5 shows the re-
sults for the 212 test. We observe that IRACE+DE is better than standard
IRACE 53.62% of the time, and 66.17% better than evolutionary ones. While
IRACE+GA is 51.33% of the time better than IRACE and 64.34% better than
the evolutionary ones. These differences are in favour of our approach. After
this experimentation, we can conclude that hybridizing IRACE with evolu-
tionary algorithms is a viable and competitive option. With this idea, we
join the best of both types of algorithms obtaining a powerful and robust al-
gorithm, which allows us to find better solutions for TLS problem than the
commonly used algorithms.



56 Chapter 4. Hybridization for Traffic Lights Simulation Optimization

TABLE 4.5: Results of the A}, test for testing. Probability that

the algorithm (column) is better than another algorithm (row).

We highlight in bold the values when the algorithm in the col-
umn is better than the algorithm in the row.

IRACE IRACE+DE IRACE+GA GA DE

IRACE — 0.5362 0.5133 0.4066 0.3198
IRACE+DE | 0.4638 — 0.4780 0.3820 0.2946
IRACE+GA | 0.4867 0.5220 — 0.3985 0.3147

GA | 0.5934 0.6180 0.6015 — 0.4506
DE | 0.6802 0.7054 0.6853 0.5494 —

4.5.3 Impactin Real World

The previous analysis has focused on the fitness function, an approximation
which encompasses some knowledge of traffic flow to guide the search, how-
ever, it is quite complex to extract useful information for the domain’s expert.
Therefore in this section, we study the main traffic and environmental indi-
cators which give the domain’s expert more information about the solution.

In a real-world problem, it is desirable to analyze the impact that a repre-
sentative solution of the different algorithms would have in a real environ-
ment. We choose one solution from each algorithm, as a typical traffic light
plan as follows: (i) we calculate the mean of the fitness obtained in the 30 sce-
narios of the testing set by each of the 30 solutions of each algorithm, (ii) we
order upwards these mean fitness for each algorithm, (iii) we select, as the
representative, the solution whose fitness value is at the 16th position, that
is, immediately following the median solution. We cannot select the median
because there are an even number of solutions (30).

We simulate again each of the representative solutions in the test scenar-
ios but allowing all the vehicles to reach their destination. This means that
the fitness values are not penalized, hence, they are smaller than those re-
ported in the previous boxplots. With these new simulations, we obtain
34 different traffic and environmental measures of the 30 testing scenarios.
Figure 4.3 shows some of the most important measures for each algorithm.
IRACE+DE obtains the best average values in MeanTravelTime and MeanWait-
ingTime, while IRACE+GA has the lowest MaxTravelTime and MaxWaiting-
Time. In practice, if we implement the IRACE+DE solution, citizens would
complete the journeys in less time (329.60s) and with less waiting time at in-
tersections (88.84s). If IRACE+GA solution were implemented, the MeanTrav-
elTime is higher than in IRACE+DE solution, but in the worst case (MaxTrav-
elTime and MaxWaitingTime), IRACE+GA obtains the minimum values. On
the complete opposite side, we have GA and DE, with the worst results of
the comparison.

Regarding the environmental impact (fuel consumption and CO, emis-
sions), IRACE+DE gives the most eco-friendly solutions. Nowadays, pollu-
tion is a serious issue in many cities, so offering solutions that reduce emis-
sions and fuel is of vital importance in today’s cities.
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FIGURE 4.3: Traffic measures per vehicle. Mean values (and
standard deviation) over 30 test traffic scenarios of the median
solutions for the five algorithms.

With all these results, we can confirm that better TLPs result in less CO,
emissions, less fuel consumption, and less journey time for the citizen. Our
hybrid proposals, especially IRACE+DE, offer competitive solutions from a
scientific point of view. Still, it would also positively impact the city at mul-
tiple levels, both environmental and the citizens” quality of life.

4.6 Conclusions

In this research line, we have proposed new hybrid algorithms combining
IRACE with two evolutionary algorithms: GA and DE. These new hybrid al-
gorithms are ideally suited for black-box numerical optimization problems
under uncertainty, by using evolutionary operators designed for numeri-
cal optimization to generate better solutions, while handling uncertainty by
means of the elitist racing strategy in IRACE. We have used these hybrid al-
gorithms (IRACE+DE and IRACE+GA), IRACE, a GA, and a DE, to solve the
TLS problem using the real instance of Malaga, Spain, and the SUMO traffic
simulator to evaluate the solutions. The results obtained in the experiments
confirm the competitiveness of the hybridization strategy. Both hybrid al-
gorithms offer better results than GA (60% of the time) and DE (70% of the
time) on realistic traffic scenarios. Particularly, IRACE+DE returns the best
results during the testing, being also competitive during the training. Be-
sides, we have seen the impact that the solutions would have on the city.
Our hybridization strategies obtain the best results in travel times, fuel con-
sumption, CO, emissions, etc. These results reinforce our algorithmic pro-
posal and show the efficiency that IRACE+DE and IRACE+GA obtain when
solving a real-world problem.
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Chapter 5

Analysis of the Effect of Delivery
Vehicles on Traffic

5.1 Motivation

There is a noticeable increment in the number and duration of trips that cit-
izens have to take nowadays (TNS Opinion & Social, 2013), especially be-
cause urban infrastructures are not scaling properly. Several traffic jams are
consequence of private vehicles sharing streets with services for distribution
of goods, deliveries, etc. Furthermore, the need of cargo space makes those
services to use small trucks to perform their commercial activities (Visser,
Nemoto, and Browne, 2014), which represent an increment not only in the
street space usage but also in the pollutant emissions.

Our proposal consists of studying different configurations of road traf-
fic in a realistic scenario of Malaga, to better know how greenhouse gas
emissions, Travel Time (TT), and fuel consumption change. Common sense
would suggest that reducing the number of Heavy Duty Vehicles (HDV) in
the city’s streets and increment the Light Duty Vehicles (LDV) should be the
right thing to do. We wished to check if it is so, when the cargo capacity is a
constraint to be kept, as well as potential traffic jams are taken into account.

We wished to go further in our study and analyze not only the optimal
vehicle proportion (instead of banning some types) but also how this propor-
tion affects Travel Time, gas emissions, and fuel consumption. We have not
considered hierarchical traffic or public transport, and driven distances are
also out of our analysis. We are using a case study based on public open data,
a model closer to reality than the previous studies.

After this study, city authorities would be capable of deciding the best
strategy to apply when the pollutant levels are high or if they want to foster
fuel saving or shorter TT.

The rest of this chapter is organized as follows. The problem descrip-
tion and our proposal are discussed in sections 5.2 and 5.3, respectively. Sec-
tion 5.4 presents the characteristics of the real scenarios analyzed. Section 5.5
focuses on the numerical study and the discussion of the results. And, finally,
in Section 5.6 the conclusions are outlined.
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5.2 Problem Description

In this chapter, we present a new strategy to reduce TT, gas emissions, and
fuel consumption in the city by using a multiobjective evolutionary strat-
egy. We start from the real number of vehicles measured in the city, their
proportions and routes, and calculate new vehicle proportions according to
an evolutionary algorithm, to improve metrics, without losing the observed
cargo capacity.

Formally, let 7 = (vs, Vo, © fsvr Uty vm) be a vector containing the number
of vehicles in the actual city (sedans, minivans, full-size vans, trucks and
motorbikes) obtained from the proportions sampled during one hour. We
assumed that only 20% of sedans (v, = 0.2 - v5) and motorbikes (v}, = 0.2 - v;,)
are used for delivering goods. We also assumed that all HDV are used as
cargo duty vehicles. So, we defined 7' = (v}, Uy, v fsor Oty v),) as the vector
with the number of cargo vehicles in the city.

According to the number of cargo vehicles 7 and its average cargo capac-
ity f= (L, to, t fsor bt t1,), we can calculate the cargo capacity available in the
real city during our study time as T = & - .

Our objective is to obtain a Pareto set (Ehrgott, 2005) of N vectors 77’;-*
(v;fj, v;w,j, v}sv,j, vzj, U;:,j), j € N which contains different optimal solutions,
minimizing TT, emissions, and fuel consumption in the city subject to:

TF=Ytj-vf > T, VjeEN (5.1)
i

The set of vectors 77}* represents the number of vehicles delivering goods,
while 5}* represents the total number of vehicles in the city.

A set of solutions would represent different key indicators for new poli-
cies (restrictions, tax reductions, etc.) to be applied to the road traffic in the
city to foster shorter TT, less gas emissions, and saving fuel.

5.3 Solving the Problem

We are looking for the best proportion of vehicle types in the city so as to
optimize different aspects of the entire road traffic in the city. Modifying the
number and type of vehicles used in transportation of goods while keeping
the total demanded cargo will allow us to change the whole traffic character-
istics to improve the quality of life of drivers and citizens. We use a realistic
scenario of Malaga featuring different vehicle proportions (Table 5.1) to be
optimized. Using each new configuration we calculate the amount of cargo
T for this new scenario (subject to the restriction in Equation (5.1)).

Figure 5.1 shows the architecture of our proposal. The algorithm calcu-
lates the optimal proportions of vehicles evaluating its individuals by using
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FIGURE 5.1: System architecture of the proposed vehicle pro-
portion optimizer system.

the SUMO traffic simulator (Krajzewicz et al., 2012b). This evaluation com-
prises a realistic city model made of data measured in situ, open data pub-
lished by the municipality, and the small version of the Malaga city map. The
different parts of the architecture are explained as follows.

5.3.1 Solution Encoding

We have encoded each solution ¥ = (X, Xy, X Fsor Xt Xm) as a vector of real
numbers in which each component is the proportion of sedans, minivans,
full-size vans, trucks, and motorcycles intended to transport goods. How-
ever, a gas oil engine does not have the same fuel consumption as a gasoline
engine, nor the same amount of gas emissions. Because of these differences,
and to get closer to reality, it is interesting to take into account the propor-
tions of engine types existing in the car fleet when we are going to evalu-
ate a solution. Before evaluating a solution ¥ we transform it into more de-
tailed proportions X¥* according to their different characteristics of fuel and
gas emissions. These proportions will be used by our evaluation function.
We have two possibilities for fuel: gas oil and gasoline, and we have differ-
ent gas emission classes according to the European emission standard (Eur.
Com., 2018). Below we describe the steps to obtain x*:

Step 1 Calculate the amount of cargo vehicles N, = T/ (Z?' x; - t;) that we
need to supply the tonnage demand T (constraint).

Step 2 Compute the total amount of vehicles N* = N, + N, being N, =
Us + vy, the number of vehicles intended for private use (constraint).

Step 3 Get the correction factor ¢ in the number of vehicles ¢ = N*/N, being
N the total amount of vehicles in the base solution (field sampling).

Step 4 For each proportion, we correct its value for the new total of vehicles:
x} = x; - Nc/N*, obtaining the new vector X’.

Step 5 Calculate the new proportion of private use vehicles (sedans and mo-

torcycles) and add it to the solution x} = x; +v;/N*,j € {s,m}.
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Step 6 According to the proportions of each vehicle classes in Table 5.1 we
calculate the extended solution ¥* = {x’ - f -e|Vx' € ¥, f € Fuels,e €
Emissions } where Fuels is the proportion of gasoline and gas oil of each
vehicle, and Emissions the proportion of engine according to the data
published in DGT, 2017.

Step 7 Return the extended solution X* and the factor ¢.

5.3.2 Evaluation Function

We evaluate the quality of each solution, making use of the SUMO traffic
microsimulator (Krajzewicz et al., 2012b). Each solution to be evaluated con-
sists of an extended solution ¥* which are transformed from an algorithm’s
solution X as we have previously described. Additionally, we use an incre-
ment factor ¢ to increase (or decrease) the total number of vehicles N (mea-
sured number of vehicles) to be consistent with the global vehicle propor-
tions. Note that the realistic scenario to be optimized has a factor ¢ = 1.00.

Also, since Malaga has a large number of vehicles, solutions which no-
tably increase this number could end in several traffic jams with many vehi-
cles enqueued, waiting to enter the city after the analysis ends. To prevent
that, we have calculated the proportion of vehicles entering the city in our
realistic scenario (84%) and slightly penalized with the term k those configu-
rations under this threshold. Concretely, we have set a threshold 6 = 0.8 to
ensure that n vehicles enter the simulation, allowing up to 20% of vehicles to
wait in the queue when the analysis time ends.

We show in Equation (5.2) the fitness function used in the optimization
process and in Equation (5.3) the penalty term.

f(x) = <k + l) : i (travel time(x;), emissions(x;), fuel(x;)), (5.2)

n; 3

.
k= {0 fy=26 (5:3)

100 (g —2£) otherwise.

5.3.3 Algorithm

In order to solve our optimization problem, we use a well-known multi-
objective metaheuristic algorithm: the Non-dominated Sorting Genetic Algo-
rithm II (NSGA-II) proposed by Deb et al. (2002a). Our goal is not to research
in the algorithm itself, but to make a first model of this real problem and see
if we can create an intelligent advisor for city managers. As described above,
each individual is represented as a vector of real numbers. This allows us to
use simple and fast operators as the following ones:

* Crossover: Simulated binary crossover with probability 0.9.

* Mutation: Polynomial mutation with probability 0.25.
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¢ Selection: Same selection applied in Deb et al. (2002a).

* Replacement: Elitist without including repeated individuals.

To avoid unfeasible solutions, before evaluating each solution, we nor-
malize it and then calculate X* and ¢. We also performed 200 evaluations of
the algorithm with a population of 48 individuals (the initial population was
randomly generated). These values were selected after a preliminary study
in which we tested two population sizes: 24 and 48 and two maximum num-
bers of evaluations: 100 and 200. Then, we selected the best configuration to
maximize the diversity of the calculated Pareto set, taking into account the
limitation of time (the mobility scenarios require long computation times).

54 Case Study

We used in the study the small map of Malaga. The city map was imported
from OpenStreetMap into the SUMO traffic microsimulator. This allows us
to work with a real scenario, e.g., streets, traffic lights, left turns, and round-
abouts. From our observations, we have defined five types of vehicle for
representing the road traffic in the streets of Malaga. The average character-
istics of vehicles according to the manufacturers are shown in Table 5.1. The
vehicle distribution was obtained by counting and classifying the type of ve-
hicles at four different locations in the city. We observed that 68.9% of vehi-
cles are sedans, 6.4% are minivans, 7.0% are full-size vans, 2.9% are trucks,
and 14.9% are motorcycles. Some types are divided into gasoline and gas
oil variants (Table 5.1) as stated by the data for Andalusia (DGT, 2017) (the
region of Spain where Malaga belongs) published by the Spanish authori-
ties (Direccién General de Trdfico), and into their equivalent emission classes in
SUMO that is the HBEFA3 (Hausberger et al., 2009).

Using the data published by the local council of Malaga (Ayto. de Malaga,
2017) corresponding to 23 measurement points (red numbers in previously
presented Figure 2.3) and the Flow Generator Algorithm (Stolfi and Alba,
2015b), we have obtained the average traffic per hour for working days in
the third quarter of 2015. The Flow Generator Algorithm assigns vehicles
to the traffic flows generated by the program DUARUTER included in the
SUMO software package, and adjusts its number and routes in the simulation
map to the values measured by the 23 real sensors in the city. After this
process, we ended up with a scenario, consisting of 10,438 vehicles (7,193
sedans, 616 minivans, 768 full-size vans, 297 trucks, and 1,564 motorbikes),
to be optimized with the aim of finding the best policies for reducing TT, gas
emissions and fuel consumption.

Each vehicle type has an assigned capacity t obtained from standard com-
mercial models of vehicles as shown in Table 5.1. By multiplying the number
of vehicles n by their capacity t, we obtained a total cargo of 4,101 tons, which
is the lower bound T of the problem (Equation (5.1)). Each solution gener-
ated by our algorithm must be able to provide the total of vehicles needed to
delivery this tonnes of goods, so that the city is not losing cargo capacity.
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TABLE 5.1: Characteristics of the vehicles in our case study, the
observed proportions, the cargo availability, and the individual
and total cargo capacity.

Accel.  Decel. Length Max.Speed Rate

T

e (m/$) (m/s)  (m)  (m/s) (%)
Sedan 0720 12.341  4.500 25.25 68.9
Minivan 0720 12.341  4.500 25.25 6.4
Full-size van 0.720 12.341  4.878 25.25 7.0
Truck 0.263 3.838  7.820 16.67 29
Motorcycle 0.460 8.147 2200 16.67 14.9
Tvpe Gasoline GasOil  Cargo Capacity  Total
yp (%) (%) (%) t (ton) T (ton)
Sedan 44.86 55.15 20 0.20 288
Minivan 10.88 89.12 100 1,00 616
Full-size van 10.88 89.12 100 200 1,536
Truck 0.00  100.00 100 550 1,633
Motorcycle 100.00 0.00 20 0.09 28

5.5 Results

After presenting our problem we are going to study the different solutions
obtained by the algorithm and compare our improvements on the city with
other strategies carried out by traffic managers for reducing pollution.

5.5.1 Pollutants Correlations

Since SUMO provides different types of pollutants (CO,, CO, HC, etc.), we
wished to select the ones with the lowest correlations to TT and fuel con-
sumption. After carrying out the simulation and measuring these emissions
we calculated the Pearson correlation coefficients (see Table 5.2) where hy-
drocarbons (HC) presented the lowest correlation with TT (0.23) and fuel
consumption (0.40). Hence, we have chosen HC as a gas emission measure
in our experiments.

5.5.2 Solution Analysis

Having defined the three objectives to be minimized, we analyzed the data
obtained from 30 independent runs. Table 5.3 shows different quality indi-
cators (Riquelme, Von Liicken, and Baran, 2015) of each of the Pareto sets
returned by our algorithm: Hypervolume (HV), e-indicator, Generational
Distance (GD), and Inverse Generational Distance (IGD). HV values of each
instance were similar to each other, so we could infer that the different execu-
tions obtained a similar global quality. For the other indicators, the instance
with the largest HV (run 27) was used as the reference front. The rest of them
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TABLE 5.2: Pearson correlation coefficients.

TT Dist. CO, CO HC NOx PMy Fuel

TT 100 070 051 038 023 025 025 053
Distance | 0.70 1.00 039 0.19 0.14 0.15 0.18 041
CO, 051 039 100 0.29 038 0.81 051 1.00
coO 038 019 029 1.00 0.67 -0.13 -0.05 0.35
HC 023 014 038 067 1.00 025 030 040
NOy 025 0.15 0.81 -0.13 025 1.00 0.80 0.77
PM, |025 018 051 -0.05 030 080 100 048
Fuel 053 041 1.00 035 040 0.77 048 1.00
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FIGURE 5.2: 25%-attainment surface. Fitness values are scaled
to the [0,1] range.

(e-indicator, GD, and IGD) had small values compared to the scale of fitness
values. In short, the average HV is 95,736, the standard deviation is 6,550,
their average e-indicator is 12.6 and the deviation is 6.3. In general, all these
quality indicators showed that the different instances obtain Pareto sets with
little variation between them. This similarity between quality indicators is a
good advantage for the algorithm as it is stable in the search for solutions.

We studied the different solutions using the attainment surfaces (Fonseca
and Fleming, 1996) technique. We selected the 25%-attainment surface to
ensure the quality of the selected solutions (Figure 5.2). By analyzing the
individuals in this Pareto front, we were able to spot the differences in the
number of vehicles in each class (Figure 5.3).

The most used cargo vehicles were vans: 1,419 minivans (median) and
1,332 full-size vans. Their speed and cargo capacity thus are an ideal choice
for delivery goods throughout the city. However, HDV, like trucks, and also
motorcycles were not good options, as the former are too slow and pollutant
and the latter have too little cargo capacity. Sedans had a greater presence
than motorcycles and trucks, but were still overshadowed by the utility of
vans for delivering goods.
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TABLE 5.3: Quality indicators of each algorithm’s run. The best
result in each indicator is marked in bold.

Run HV e¢-indicator GD IGD
1| 88,918.1 163 132 9.2
2| 93,400.2 140 81 70
3| 89931.2 242 28 138
4 | 95,003.0 125 80 6.8
5| 91,301.1 141 69 79
6| 86,087.9 212 26 120
7 | 101,238.9 53 43 35
8| 96,478.4 111 84 49
9| 97,9509 76 55 52

10 | 92,891.3 21.8 27 142
11 | 102,349.8 125 28 82
12 | 100,904.0 6.2 42 35
13 | 93,0929 15.0 108 9.9
14 | 95,836.9 99 36 76
15| 93,791.1 214 3.3 13.0
16 | 93,736.7 11.0 83 6.0
17 | 93,629.9 112 71 72
18 | 101,677.1 59 38 4.0
19 | 106,831.4 41 3.2 2.7
20 | 108,745.5 38 29 29
21 | 94,5115 13.6 53 6.7
22 | 92,807.9 215 3.0 120
23 | 90,134.2 167 73 8.6
24 | 106,488.1 55 69 3.7
25| 95,875.0 93 50 6.1
26 | 93,543.0 105 72 69
27 | 108,879.1 0.0 0.0 0.0
28 | 92,451.3 123 73 74
29 | 80,521.4 163 58 95
30 | 93,063.1 228 1.8 11.0
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FIGURE 5.3: Number of cargo vehicles in the 25%-attainment
surface analysis.
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FIGURE 5.4: Improvements observed in the 25%-attainment
surface analysis.

5.5.3 Solution Improvement

Next, after discussing the solutions obtained by the algorithm, we will ana-
lyze the fitness values of each one of them. Figure 5.4 shows the percentage
improvement of each solution in the approximated Pareto front with respect
to the current situation (scenario) in the city of Malaga. Although TT was im-
proved by 10%, fuel and all the emissions (not only HC) were considerably
better than the ones measured in Malaga. This is good news for the city’s
environment, as not only there were fewer emissions of polluting gases, but
also fewer fossil fuels were consumed.

5.5.4 Comparing with other Strategies

This new way of improvement in the transport of goods is different from pre-
vious strategies applied by the city managers for reducing the carbon foot-
print and getting more fluid traffic on the roads (Mahmod et al., 2013). We
compared our solution with other methods used in the cities in Table 5.4,
which shows the fitness value of each objective (TT, gas emissions, and fuel)
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TABLE 5.4: Fitness values in the different strategies.

Strategies TT Gas emissions Fuel
NSGA-II Min 633.77 434.15  406.20
NSGA-II Max 698.66 523.08  434.06
Malaga 711.12 708.68  579.19
Limit 30 km/h | 2,048.74 1,412.43 1,089.75
Limit 70 km/h | 709.47 621.21  499.71

Total amount of vehicles
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FIGURE 5.5: Total number of vehicles in each run.

obtained by our algorithm (minimum and maximum values found among
all the Pareto sets).

Even in the worst case, our proposal achieved better fitness (434.06, 698.66,
523.08) than the rest of the strategies (30% improvement on average). These
results show that employing intelligent techniques can help city managers to
discover new ways of improving traffic flows and reducing air pollution.

We also compare the number of vehicles in each solution found with those
currently moving in Malaga. Figure 5.5 shows the number of vehicles of each
algorithm’s run. According to our case study, the red line marks how many
vehicles (10,438) were in Malaga. We can see that the total number of vehicles
is lower than in Malaga (74.09% of solutions are under the red line). But, this
does not mean that more trucks need to be added instead of LDV, as we
saw in the 25%-attainment surface. The original, realistic scenario is close
to the maximum capacity of vehicles that fits into the analyzed area of the
city without producing traffic jams. Consequently, our solutions do not only
have fewer emissions while improving the efficiency of transport operators
but also citizens and drivers enjoy less congestion on the roads.

5.5.5 City Improvements

The global improvements achieved on Malaga are shown in Tables 5.5 and
5.6. Being Malaga our realistic case study, we have improved all the metrics,
except the distance (in which case the algorithm is in the second position),
using the algorithm. However, we report only the best solutions for each
objective. We can see that the lowest TT are obtained when there are 1,734
full-size vans as they are faster than trucks their emissions are lower. The
less emitting solution is the one that uses 3,193 minivans for delivering cargo
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TABLE 5.5: Improvements of metrics when using the analyzed
strategies in Malaga and the number of vehicles of each type.

TT CO CO, HC NOyx PMy Fuel Distance
(s) (8) kg @ (@ (@ O (m)

Malaga 696.3 19,439.8 1,270.0 626.7 5,493.1 191.0 513.8 5,552.0
Limit 30 km/h|912.7 20,686.9 1,198.8 629.2 5,102.4 178.0 485.5 5,261.4
Limit 70 km/h|709.5 18,926.5 1,234.9 621.2 5,257.4 183.3 499.7 5,527.5
NSGA-IITT |633.8 16,205.3 1,014.5 504.8 3,624.3 156.6 412.9 5,605.5
NSGA-ITHC |694.5 15,069.5 1,055.0 434.1 4,007.5 162.1 425.6 5,532.9
NSGA-II Fuel |642.9 15,440.8 1,000.5 491.7 3,731.0 165.0 406.2 5,593.7

Strategy

TABLE 5.6: Number of vehicles of each type when using the
analyzed strategies in Malaga.

Full-size Motor-

Strategy Sedan Minivan Truck Total
van cycles
Malaga 6,095 521 649 254 1,307 | 8,826
Limit 30 km/h | 5,655 484 600 237 1,224 | 8,200
Limit 70 km/h | 6,004 512 643 246 1,302 | 8,707
NSGA-II'TT 5,118 109 1,734 1 1,084 | 8,046
NSGA-II HC 5,034 3,193 76 1 1,011 | 9,315
NSGA-II Fuel 5,027 1,274 1,153 0 1,093 | 8,547

instead of the other vehicles. However, for some gases, the other solutions
also work very well. Finally, citizens would save more fuel in a more equili-
brate distribution of both van types. The algorithm has banned trucks from
the city as they are large, slow, and pollutant. Additionally, we present the
30 and 70 km/h metrics and conclude that their improvements are marginal
despite being commonly used by city councils when the emissions are high.

5.6 Conclusions

After studying how changing the proportions of HDV and LDV affects the
metrics in the city, we have obtained results that show that the number of
trucks should be kept at a minimum inside the city. However, due to the lim-
ited capacity of the city’s streets, the number of LDV vehicles cannot be con-
siderably increased as this makes traffic jams very likely to occur. The multi-
objective algorithm was capable of identifying this restriction and obtained
solutions where using minivans and full-size vans for delivering goods is
advisable.

It does not mean that companies have to sell all their trucks, but HDVs
should be used as freight transport by highways and then use vans for local
delivery. All this information would be beneficial for city managers. These
results would serve as goals for creating municipal strategies to promote the
well-being of drivers, workers, and citizens.
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Chapter 6

Optimizing the Location of Public
Bicycle Stations

6.1 Motivation

In recent years there has been an increase in the options for citizens to move
around the city. One of the reasons is the appearance of new transport models
such as car-sharing applications, transportation network companies, electric
cars, etc. In this chapter, we will focus on bicycle-sharing systems, which
present multiple problems to be optimized: how many bicycles to place in
each station, the routes to transport bike lots from one station to another,
load balancing at the stations, selecting where to place the stations, etc. Most
of them have been well studied in the scientific literature (Singhvi et al., 2015;
Hu and Liu, 2014; Chira et al., 2014; Chen, Liu, and Liu, 2018). To support
these systems, we will focus on the problem of allocating stations where users
can pick up/deposit public bicycles. Also, this problem is less studied than
the others but is equally important. These systems base their models only on
topological aspects. We propose a change of perspective, focusing on how
the population is distributed (customers of the system) and the use it makes
of the system, instead of how the city is shaped.

There are multiple problems in the scientific literature for the localization
of resources (Drezner and Hamacher, 2001): Quadratic assignment, p-center,
p-mean, etc. One of the most popular location problems is the p-median
problem (Daskin and Maass, 2015). It consists of finding the location of a
set of facilities to minimize the distance from a set of clients to their nearest
facility. This problem arises especially when deciding the location of the in-
frastructure of a city, a needed task in today’s Smart City. We will formulate
the problem of allocating bicycle stations as a p-median problem, and using
Open Data; we will find locations that suit the citizens of Malaga.

The scientific contributions presented in this chapter are:

* We have used data from the public bicycle-sharing system provided by
the municipality of Malaga, Spain

¢ We have considered real population data, geographic locations of sta-
tions, city maps, etc. We have also included information on the use that
citizens make of the current system (bicycle collections and deposits).
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* We have used five different algorithms to solve the problem: Iterated
Local Search (ILS), Simulated Annealing (SA), Variable Neighborhood
Search (VNS), Genetic Algorithm (GA), and Particle Swarm Optimiza-
tion (PSO).

* We have configured all these algorithms using IRACE (Lépez-Ibéfiez et
al., 2016), in order to optimize the parameters for each of them. We
select different operators (general and specific) for each algorithm.

* We have not just been looking for a ranking of algorithm performances,
but also for finding out which models better approach the current needs
of users. We have also compared our results using statistical tests.

* We have carried out an in-depth analysis of the evolution of fitness dur-
ing the execution of the algorithms and how we can improve the cur-
rent system of Malaga by adding more stations.

The sections are organized as follows: Section 6.2 presents the formula-
tion of the p-median problem. Section 6.3 models the problem of location of
bicycle stations and the various realistic data used in this study. Section 6.4
describes the parameters of the algorithms. Section 6.5 analyze the experi-
mentation and conclude in Section 6.6.

6.2 Background

The p-median problem is one of the most-studied NP-hard discrete loca-
tion problems (Dantrakul, Likasiri, and Pongvuthithum, 2014; Megiddot and
Supowits, 1984). It can be formulated as follows: Given a set of customers N
and a set of facilities F, the p-median problem seeks to allocate p facilities in F
while minimizing the weighted sum of the distances between the customers
and their closest facility. Formally, the problem is defined as:

IN|
min )  w;mindj;, (6.1)
i—1 /b

where L C F, with |L| = p is the set of potential locations for the facilities,
w; is the weight of the customer 7, and d;; is the distance between customer i
and facility j. If we have w; = 1,i = 1,...,|N]|, that is, all weights are one,
we have the unweighted version of the problem.

In our study, the customers are the citizens and the facilities are the sta-
tions, that can be placed on different street segments across the city. Any
street segment between two intersections can be a station location. We se-
lected this formulation of the problem for two reasons: (i) the model is easy to
understand and implement, and (ii) the p-median problem is a classical loca-
tion problem that has been well-studied in the scientific literature (Dantrakul,
Likasiri, and Pongvuthithum, 2014). From the allocation of bicycle stations
perspective, the p-median may serve as a good model to identify interesting
places and relevant distributions of the stations across an urban area.
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There are other formulations to the location of bicycle stations problem
requiring different information, as the proposed by Chen et al. (2015), Liu et
al. (2015), and Kloimtillner and Raidl (2017). The p-median problem requires
little information (only the distance matrix and the weights). Although this
may seem like a limitation, it is relatively simple to add additional informa-
tion, either by pre-processing the weights or distances, (e.g., by considering
the slopes of the streets) or by adding terms in the formulation itself (e.g., by
adding capacity information related to the slots in each bicycle parking site).

6.3 Problem Definition

Our problem is to find the optimal positions for public bicycle stations so that
citizens have to walk as little as possible to them. Instead of using synthetic
benchmark instances, we took advantage of many Open Data offered by the
city council and specialized websites. In this way, we worked with a realistic
instance as the city of Malaga. Specifically, we work with the medium size
map presented in Section 2.4.2.

In addition, the formulation of our problem as a p-median needs two sets
of points: customers and facilities. The customers are the citizens. We have
chosen the centers of the different neighborhoods (|N| = 363) of the city as
the most natural way of grouping the population (we excluded six neighbor-
hoods on the outskirts of Malaga). The center of each these neighborhood
is the position assigned to each customer in our problem. The facilities are
the bicycle stations. We selected all possible street segments as potential lo-
cations to the facilities. In total, there are |F| = 33,550 potential locations.

Figure 2.4 shows the layout of the city, the neighborhood centers (orange
points), and the 23 public bicycle stations (blue points). We observe a more
significant number of stations in the city’s central area and only a few stations
on the outskirts. This distribution does not have to be helpful for the citizens
since many of the population and points of interest (universities, sports cen-
ters, schools, etc.) are on the outskirts. Because of that, a study carried out
using intelligent techniques is beneficial not only when we need to install in-
frastructure for citizens but also in assessing the quality of existing solutions.

In our study, we have considered different values of distances and weights
used in the p-median problem. In this way, we will be able to study how these
data sets affect and with which data we obtain results that adapt better to the
city. We have used two types of distance d between customers and stations:
Straight-line Euclidean distance and the shortest path through the city streets
(calculated using Dijkstra’s algorithm); we refer to this last one as real dis-
tance. In addition, we have considered three types of weights w;,i € N, that
a final application could consider modeling the demand on each customer:

* Uniform: w; = 1, is the basic option for solving the standard p-median.
It deals with the whole population fairly.

* (itizens: w; = c;, where c; is the number of residents in the i-th neigh-
borhood of the city. Neighborhoods with more people should have a
closer station.
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* Demand: w; = p;, where p; is an estimate of demand in the i-th neigh-
borhood of the city. We have modeled this estimate based on the data
of the use of the city’s current public bicycle system. The Open Data
about the stations allowed us to calculate the activity of each station as
act; = mean(o;)/mean(s;), where o; are the number of slots occupied
and s; the total number of slots in the j-th station. o; and s; were ob-
tained by sampling them each minute for a whole week (from 7th Octo-
ber 2018 to 13th October 2018) and we compute the value of act; in each
station. Finally, we calculated the demand as p; = c; - actyeqr,, where c;
is the number of inhabitants of the i-th neighborhood and act;;e,, is the
activity of the nearest station to the i-th neighborhood.

6.4 Algorithms

We have used three metaheuristic algorithms based on trajectory search: (i)
Iterated Local Search (ILS) (Lourenco, Martin, and Stiitzle, 2003), (ii) Simu-
lated Annealing (SA) (Kirkpatrick, Gelatt, and Vecchi, 1983), and (iii) Vari-
able Neighborhood Search (VNS) (Mladenovi¢ and Hansen, 1997); and two
population-based algorithms: (iv) Genetic Algorithm (GA) (Whitley, 1994)
and (v) Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995).

With these algorithms, we want to review the effect that local searches and
shaking processes, commonly used in trajectory algorithms, have on this type
of problem. We also want to check if a population-based strategy returns bet-
ter results than a trajectory-based one. Besides, each of these algorithms has
multiple choices of parameters and operators. We have implemented several
alternatives for each to give a broad view. We selected the best configuration
to solve this problem among the possible parameter setting, as we will see in
Section 6.5.1. Next, we give a brief description of each parameter and some
abbreviations that we will use in the experimental section.

General parameters

e Number of iterations (iter). The total number of iterations of the al-
gorithms can be calculated according to one of the following equa-
tions: N - p/5,100 - p, max(2- N,100), and one million of iterations (1M).
Where N is the number of customers, and p is the number of facilities
to select. These options are in several scientific articles.

* Domain model. We use two different models to assign to each facility a
set of d nearby facilities (this model is used in the shaking process): The
facilities with the closest Euclidean distance (NEAR) and the closest by
quadrants (QUAD). The latter model is calculated as follows: Each facil-
ity’s geographic space is divided into four quadrants using their coor-
dinates (latitude and longitude). Then iteratively, we select the nearest
point in each quadrant (if there are no more points, skip the quadrant)
until we have picked d facilities. The QUAD model provides more uni-
form coverage of the geographical space at the cost of allowing more
remote facilities. Figure 6.1 shows an example of these two models.
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FIGURE 6.1: Graphic example of the two domain models, d = 4.

Specific parameters of trajectory-based algorithms (ILS, SA, and VNS)

* Local search. We can apply a local search procedure to the initial solu-
tion (1s1) and in each iteration (1sp). The local search algorithms are:
Fast Interchange (FI) (Whitaker, 1983), Improved Alternate Approach
(IALT) (Drezner et al., 2016) with its parameter L, and Improvement Al-
gorithm (IMP) (Drezner et al., 2015) with its parameter p.

¢ Initial solution. We have four procedures to generate the initial solu-
tion: Random (RAND), the constructive algorithm proposed in Drezner
et al. (2015) (START), and the best of 100 random solutions (100RAND).

¢ Shake. We use three different permutation algorithms to change k fa-
cilities of a solution: Either we exchange the facilities with randomly
chosen other ones in the set of close facilities defined in the domain
model (CLOSE), we select the new facilities at random from all (RAND), or
we do not perform any change of facilities to the solution (NONE).

Specific parameter of population-based algorithms (GA and PSO)
¢ Population size yu: It is between 8 and 30.
GA parameters

¢ Number of offspring A. It can take values between 1 and u.

¢ Selection. To generate a new individual, the algorithm selects two so-
lutions from the population. This selection can be random (RAND), se-
lecting the two solutions with the best fitness value (BETTER), or the two
with the worst fitness values (WORSE).

* Crossover. This operator combines two solutions (parents) to generate
a new solution (offspring). It can be one of the following strategies:
the merging process used in the GA described in Drezner et al. (2015)
(MERGING), one-point crossover (1POINT), the proposed crossing opera-
tor in Colmenar, Marti, and Duarte (2018) (CUPCAP), or a copy of one of
the parent solutions randomly selected (1RANDPARENT).
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Mutation. We use the same operations, CLOSE and RAND, as we do in
the shaking process of the trajectory-based algorithms. We apply this
operator with a probability in the interval [0, 1].

Replacement. We can perform the replacement in the population ac-
cording to one of these strategies: (1, A) or (u + A).

ILS parameters

Number of perturbations (npert). Between 1 and 20.

SA parameters

Next solution. We use two strategies to select how many facilities have
to be shaked: The same value as the iteration index i (SEQ) or the one
used in the distribution based variable neighborhood search proposed
in Drezner et al. (2015) (DVNS). The latter defines a probability distribu-
tion to avoid following the same pattern (sequential case) every time.

Initial temperature (fp). It is between 1 and 100.

Cooling strategy. The strategy can be lineal (LIN), exponential (EXP), or
the iteration index as the new temperature (NONE).

PSO parameters

Inertia parameter w, in the interval [0, 1].
Cognitive parameter ¢, in the interval [0, 1].

Social parameter ¢y, in the interval [0, 1].

VNS parameters

6.5

Next solution. The same as in the SA.

Exploration size (kj,y). Number of neighbors that will be explored
from the same solution between [1, 50].

Acceptance strategy. We have three options: Elitist, walk, or elitist but
allowing to choose worse solutions according to a certain probability
(acceptProb) between [0, 1].

Number of consecutive non-optimal solutions allowed (maxAttempts).
Between 1 and 100

Experimental Results

In this section, after calculating the best parameter settings of each algorithm,
we will study: which algorithm works better to solve the problem, which
model is better adapted to the reality of the city, and how our system can
assist to the municipalities to improve the expansion of their bicycle-sharing
systems. To carry out these studies, we took into account different data sets
to the distances and weights (as we explained before in Section 6.3) and we
used the same number of stations p = 23 that are currently placed in Malaga.
The following are the results for each of the studies listed above.
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6.5.1 Parameter Settings

Before starting with the results, we study the best parameter configuration
for each algorithm. Each algorithm has multiple variants in terms of op-
erators and parameter settings. Since manual multi-factorial complete ex-
perimental design is very time-consuming, we use an automatic algorithm
configuration stage through the use of the iterated racing procedure imple-
mented by the IRACE package (Lopez-Ibéfiez et al., 2016). This produces a
statistically best parameterized algorithm for our experiments since IRACE
does this job for us. We used a budget (number of configurations to ex-
plore) of 5,000. As training instances, we chose instances of the TSPLIB li-
brary between 1,000 and 10,000 points. These are instances typically used
in this type of problems (Crainic et al., 2004; Irawan, Salhi, and Scaparra,
2014; Rabie, El-Khodary, and Tharwat, 2014). The locations of the cities are
the positions of the customers and the possible facilities. We used values
of p € {10,20,30,40,50} for each training instance. For the configuration
process, we included several components and parameters to overview the
algorithms. These parameters were described earlier in Section 6.4. Table 6.1
shows the final parameters selected by IRACE for each algorithm.

6.5.2 Algorithm Comparison

First, we will analyze the fitness values obtained by our optimization al-
gorithms in each scenario (type of distances and weights used). Figure 6.2
shows for each of our realistic scenarios the fitness values in the 30 indepen-
dent executions. In general, GA gets better fitness values than the other ones.
This highlights the power and versatility of these algorithms, a feature that
has helped them gain popularity in part. The second one is the VNS, which
corroborates the popularity that this algorithm has when solving this type
of localization problem. GA shows a 5-16% improvement over the second-
best algorithm. The following positions correspond to ILS, SA, and finally,
PSO, in all cases. It is interesting to note that while one population-based
algorithm obtains the best results, GA, another one obtains the worst results,
PSO. The operators used in the GA may be better suited to solve this problem
than those in the PSO. On the other hand, if we analyze the three trajectory-
based algorithms between them, we see the importance of using a powerful
local search to improve the performance of the algorithms.

To contrast these results, we will analyze whether the differences between
the algorithms are statistically significant. We have performed a Wilcoxon
Sum Rank Test, with Bonferroni correction, between each pair of data sets.
There are differences between the different combinations of algorithms and
weights, p-value < 0.01 in all cases. Despite this, and given the results, we
can conclude that GA is, in general, the best option for solving the problem
of locating bicycle stations.
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TABLE 6.1: Best parameter configuration found by IRACE.

Parameter GA ILS PSO SA VNS
iter N-p/5 1M max(2N,100) max(2N,100) 1M
1S1 — IALTL:9 — IALTL:16 IMPpZQ
domain m. QUAD NEAR — QUAD NEAR
d 20 29 — 34 49
generation RAND 100RAND RAND 100RAND 100RAND
shake — CLOSE — RAND CLOSE
npert — 6 — — —
next — — — SEQ SEQ

to — — — 4.45 —
COOlil’lg — — — EXPopt:O.39 —
1S2 — — — — IALTL:16
Kinax - — - — 5
maxAttempts| — — — — 57
accept — — — — ELITIST
U 14 — 29 — —

A 10 — — — —
selection BETTERS  — — — —
crossover CUPCAP — — — —
mutation RAND — — — —
mut. prob. 091 — — — —
replacement | (p,A) — — — —

w — — 0.0001 — —

¢p — — 0.53 — —

bq — — 0.69 — —

6.5.3 Improvement over the Current System

After analyzing the algorithms among themselves, we will compare them
against the real solution in Malaga. We compute the objective function for
the actual location of the 23 stations in Malaga (evaluated according to each
scenario). Figure 6.3 shows the empirical cumulative distribution of the per-
centage of improvement in the objective function value in each scenario and
algorithm to Malaga. In general, unweighted and Euclidean distances get
the best improvement rates over the actual city, around 60% in distance re-
duction. If we do not consider the city’s most and least populated areas,
the stations will spread across the city. We reach more areas near the bor-
ders with this behavior, reducing the distance to each district. However, the
Malaga system is considered the most densely populated area of the city,
where it collects the highest number of bicycle stations. When we use infor-
mation about the population, we obtain substantial improvements of about
50% over the base scenario. An interesting aspect is that the type of distances
or weights does not particularly affect the overall behavior of the algorithms.
In other words, there does not seem to be a unique key parameter to improve
or give realism to the system, but a combination of them.
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FIGURE 6.3: Empirical cumulative distribution of the percent-
age of improvement of our solutions in each algorithm and sce-
nario, compared to the current location of bicycle stations in
Malaga. We evaluate the current solution of Malaga in each
scenario using the specific type of distance and weight.

6.5.4 Geographical Spread

After discussing the quality of the results, we will study their spread around
the city. Table 6.2 shows the geographical positions of the stations in each in-
stance of the problem. We offer the solution with the lowest fitness value
for each of the combinations of distances and weights. As expected, the
weighted versions allocate more stations in the city’s central area, the more
populated ones. But, they still offer more uniform coverage of the main
neighborhoods in the city than Malaga’s system so that each citizen has a
nearby station to use the service. There are usually no more than one or two
stations in each neighborhood furthest from the city center in the weighted
versions. The quality of the service to the citizens will be improved if the city
council expends a small amount on infrastructure located in the outskirts.
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TABLE 6.2: Geographical distributions of the best solutions
found by each algorithm in each of the six scenarios.

Euclidean distance Real distance
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On the other hand, the city’s current solution uses many stations to cover the
coastline. However, our algorithms have shown that other avenues in the
city are more suitable for citizens.

6.5.5 Model Comparison

Next, we will compare the different scenarios with each other to discover
which of them suits the needs of the citizens. We have calculated the average
distance a person must travel from home to the nearest station (real distance)
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reach its nearest station. Each algorithm is shown in each com-
bination of distances and weighting model.

for each solution. Table 6.3 presents these distances in meters. GA obtains
the shortest distances with the weights of the number of citizens. This re-
sult validates our way of weighing the citizens according to the use of the
stations. However, there is not much difference between the weight models
w = cand w = p (even w = p is better in some cases).

We see in Figure 6.4 that the distributions for these weighting models are
very similar. Interestingly, in algorithms that use local searches, in half the
cases, two modes are observed instead of one. This means that there are (at
least) two local minima in the search space. Algorithms based on exploitation
rather than exploration have more difficulties getting out of the local minima
solutions. On the other hand, GA presents very pronounced modes in the
scenarios with real distances, which denotes a remarkable convergence of
the algorithm. In general, all algorithms have a lower variability and get
better results when using real distance instead of Euclidean. All algorithms
start the optimization process with similar quality solutions, so the use of
distances closer to reality makes the optimization process faster.

To verify these results, we analyze the obtained solutions by the algo-
rithms during their executions. Figure 6.5 shows the mean distance walked
by a citizen to the nearest station in the solutions obtained during the exe-
cution. We have represented the average value obtained by +25% of the so-
lutions (smooth area) in each iteration. We observe that the algorithms find
a better solution faster when using real distances. The quality of the solu-
tions is more stable than in the other cases when we use a uniform weighting
model. Interestingly, GA has significant variability when using Euclidean
distance, obtaining even worse solutions than trajectory-based algorithms.
On the other hand, when we calculate the solutions using the real distances,
the competitive advantage that GA has becomes manifest. Notably, this dif-
ference is emphasized when we consider information about the citizens.

6.5.6 Increase in the Number of Stations

Finally, as a logistical issue, we will study how the city councils could im-
prove the current bicycle shared system of the city. We added stations to the
current solution in Malaga using the GA algorithm, which is the best algo-
rithm in our experimentation. We have increased the 23 actual stations to
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TABLE 6.3: Distance traveled per inhabitant to the nearest sta-
tion in the different scenarios, evaluated as real distance and
citizen weighting model (w; = ¢;). The minimum values in
each column are marked in bold.
Algorithm | Distance Weigh Min Max  Mean Median
model
Uniform  929.51 1,096.05 99122  976.19
Euclidean | Citizens  738.55 890.20 810.11  815.00
CA Demand 757.17 943.67 84650 854.50
Uniform  830.95 940.85 876.80 875.57
Real Citizens  719.16 804.55 756.48 754.84
Demand 730.77 84897 760.73  754.62
Uniform  940.23 1,094.37 1,018.23 1,017.88
Euclidean | Citizens 905.33 1,017.62 967.54  968.99
LS Demand 896.95 1,001.83 95495 956.22
Uniform  924.32 1,048.65 989.06 991.78
Real Citizens  896.22 1,021.60 950.88  945.79
Demand  898.08 1,007.24 947.37  945.20
Uniform 1,049.01 1,316.87 1,192.22 1,184.86
Euclidean | Citizens 1,047.30 1,315.17 1,149.32 1,147.55
PSO Demand 1,032.34 1,293.27 1,150.80 1,142.29
Uniform 1,053.65 1,462.62 1,198.15 1200.42
Real Citizens 1,055.30 1,216.14 1,160.79 1,161.21
Demand 1,056.60 1,264.73 1,143.84 1,145.35
Uniform 1,009.83 1,202.68 1,102.89 1,113.43
Euclidean | Citizens  935.82 1,155.31 1,033.12 1,032.55
SA Demand 961.25 1,103.43 1,043.84 1,049.32
Uniform  970.81 1,221.67 1,079.69 1,071.86
Real Citizens  991.36 1,083.02 1,046.17 1,052.98
Demand 959.92 1,074.92 1,024.44 1,023.37
Uniform  920.54 1,056.32 993.77  995.12
Euclidean | Citizens  878.62 1,001.12 933.26  924.58
VNS Demand  885.85 1,056.88 93354 93191
Uniform  898.52 1075.87 964.38  958.81
Real Citizens  851.56 958.11 894.28 891.61
Demand 856.47 950.29 90094 893.72
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reach 30, 35, 40, 45, and 50 stations and, thus, be able to verify the improve-
ment obtained. Figure 6.6 shows the mean distance values obtained in each
of our instances. We get a decrease of 33% on average in the walking distance
by adding seven stations (smartly located). This is an excellent improvement
for the citizens with a reduced cost in infrastructure. Furthermore, if we in-
crease the number of stations to 50, the distance covered is reduced to 53%,
which means that a citizen has a station only 738 meters away. This expense
in infrastructure allows public bicycles to be a daily aspect for the population
with the direct benefit of reducing the use of private vehicles and endorsing
a healthy lifestyle.
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6.6 Conclusions

In this chapter, we remarked how solving the classic location problem p-
median we can solve the problem of where to place bicycle stations. We
analyzed the state-of-the-art and selected five algorithms commonly used to
solve the p-median and others NP-hard problem: GA, ILS, PSO, SA, and
VNS. Each of them was tunned using IRACE over a set of benchmark in-
stances. In addition, because we are solving a problem for the cities, we used
several realistic datasets from the city of Malaga. In conclusion, GA has been
the algorithm that returned the best results, opposite to the state-of-the-art.
We also obtain improvements of 50% of quality when we apply metaheuristic
techniques compared to the assignment made by an expert of the city coun-
cil. Also, we check that real distance allows us to find better locations for the
bicycle stations and the number of inhabitants per neighborhood enables us
to accommodate the results to the citizen’s needs. Overall, our proposal can
be used to improve the city’s current system by adding stations, obtaining
improvements between 33% and 53%.
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Chapter 7

Multiobjective Electric Vehicle
Charging Station Location

7.1 Motivation

In recent years, sustainability has become an important goal for the industry,
academia, and society. Society has steadily moved towards ecological aware-
ness, adapting their lifestyles to promote environmental initiatives, cleaner
means of production, and environmentally friendly energy sources. One of
the most critical changes in current activities concerns urban mobility, where
an effective transition towards inclusive, efficient, and low-carbon means of
transport is experienced (Coffman, Bernstein, and Wee, 2016). Electric mobil-
ity provides citizens with a cleaner and safer way of getting around without
gas emissions.

Electric vehicles (i.e., electric cars, scooters, and motorbikes) are powered
by an electric motor charged using energy from the electricity grid. They
have shown rapid and sudden growth and expansion, as they are preferred
mobility options for the younger generation. Consequently, electric vehicles
have a relevant socio-economic impact (Kumar and Alok, 2020). In addition,
electric vehicles have a higher overall efficiency than combustion engine ve-
hicles. They save (on average) 40% of energy while contributing to reducing
gas emissions when the electricity used to charge the vehicles is obtained
from green sources (Hipogrosso and Nesmachnow, 2020).

When considering the deployment of electric vehicles in large cities, a rel-
evant logistical problem arises, similar to other location problems related to
public services in the context of Smart City (Fabbiani et al., 2018; Massobrio
et al., 2017; Rossit, Toutouh, and Nesmachnow, 2020). One of the most rel-
evant sub-problems is the effective and efficient location of charging points
for electric vehicles (Falchetta and Noussan, 2021). The main objective of this
problem is to provide a good quality of service to citizens while keeping costs
reasonable for the city administration.

Different authors have tried to address this siting problem from different
perspectives. One of the common ways in the literature is to address the lo-
cation of charging stations as Integer Linear Programming or Mixed-Integer
Linear Programming problems. The researchers usually used these methods
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to maximize the economic profits of installing new charging stations (Brand-
statter, Kahr, and Leitner, 2017; Lin et al., 2018; Calik and Fortz, 2017), min-
imizing the total walking distance according to parking patterns estimated
using realistic urban data (Chen and Nie, 2013), or maximizing coverage
to improve demand (Frade et al., 2011; Wagner, Gotzinger, and Neumann,
2013). Some authors have relied on open data to improve the quality of ser-
vice offered to citizens by taking into consideration the energetic constraints
of the area (Risso et al., 2021). The cited articles work with a mono-objective
view of the problem. However, in the real world, the location of charging
stations have different objectives.

This research presents a new multiobjective variation of the problem of lo-
cating Electric Vehicle Charging Stations (EVCS) in a city known as the Mul-
tiobjective Electric Vehicle Charging Stations Location (MO-EVCS-L) prob-
lem. Two objectives are considered: maximizing the quality of service of the
charging station network to the citizens and minimizing the deployment and
installation cost of the new stations. Both objectives need data about different
aspects of a city: locations of neighborhoods, streets, etc., energy data such as
types of charging stations or energetic capability of electrical substations, and
economic data such as installation costs. To obtain this data, different open
data sources were used. This research uses a realistic case study defined in
the city of Malaga, Spain.

The main contributions of this chapter are:

* Defining and formulating a new realistic multiobjective problem for lo-
cating electric vehicle charging station on a city scale, taking into ac-
count the quality of service, power restrictions, and deployment costs.

* Proposing two multiobjective metaheuristics to address the proposed
problem.

* Devising specific evolutionary operators.

¢ Handling the problem on a realistic instance defined using real-world
data from Open Data sources.

The rest of the chapter is organized as follows: Section 7.2 presents the
problem addressed in this study. Section 7.3 describes the algorithmic contri-
bution. The experimental setup and evaluation are reported in Sections 7.4
and 7.5. Finally, Section 7.6 presents the main conclusions of this research.

7.2 Multiobjective Electric Vehicle Charging Sta-
tions Location Problem

The problem considered in this chapter aims to select the best locations of
EVCSs to maximize the quality of service provided to users and simultane-
ously take into account the infrastructure deployment costs. Different types
of EVCS are considered. The kind of EVCSs determines the number of users
that served per unit of time, the charging time, and the installation costs.
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The quality of service is evaluated according to the users that can be
served (each EVCS may attend the users that live within a defined service
distance), the charging time, and the citizens that any charging station does
not serve. The deployment cost has two main components: the infrastructure
installation expenses for the charging equipment and construction of a new
station and the cost of connecting the installed station to the power grid.

The two discussed objectives (quality of service and deployment costs)
are in conflict because installing charging stations close to the residences of all
tentative clients would require a significant investment, which in turn may
not produce in adequate expected revenues for the institutions in charge of
the management of the electric vehicle charging system. Thus, to assist the
decision-makers, the main research outcome of the addressed problem is to
provide solutions (i.e., EVCS locations) that adequately sample the different
trade-offs between these problem objectives.

7.2.1 Mathematical Formulation

The mathematical formulation of the addressed optimization problem is de-
tined considering the following elements:

e AsetS = {sy,...,sm} of candidate road segments for installing EVCSs.
Each road segment s; can be the location of only one charging station.

e AsetC = {cy,...,cn} of the locations of the tentative users. Nearby
locations are grouped in clusters, as usual in the related literature. The
number of clients to serve at each cluster c is u#.. The distance from the
cluster c¢ to the charging station s € Sis dc.s. A cluster of clients c is
served by the charging station located in s if the dc. s distance is lower
or equal to the Ds; service distance, i.e., dc.s < Dss. C; C C represents
the set of clusters of clients served by station installed in s,and NC C C
defines the set of clusters not served by any charging station.

e AsetE = {ey,...,er} of electrical substations that supply the power to
the charging stations. Due to the power distribution restrictions, each
electrical substation e can serve electricity only to a given subset of can-
didate road segments enclosed in a given city area A, C S, named elec-
trical substation influence area. The distance (in meters) from a charg-
ing station s € A, to the electrical substation e that provide it is des. The
maximum distance between substation e in E and its assigned charging
station s is De. In turn, the maximum power allocated for EVCSs, i.e.,
the electricity distributed by substation e that can be used to feed the
electric vehicle charging stations is limited by MP,.

e Aset] = {ji,...,jug} of EVCS types. Each type has its own charging
time ct;, equipment and building cost ccj, connection to the grid cost
cgj, and required electric power from the electrical substations ep;. In
the segments where no charging station is located, we assume ccy =
cgo = 0 and ctp = oo.
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After the definition of these several variables, we can present the mathemat-
ical modeling of the MO-EVCS-L problem:

max Z (Z ;;) — Z Upe (7.1)

seS \ceCs nceNC

min Y _ (des - cgx, + cCx,) (7.2)

seS
subject to
SC=[JG VseS: xs #0 (7.3)
seS

NC=C\SC (7.4)
Z Yess - ePx, < MPe VeeE (7.5)
s€S

where x; is an integer variable, x; = j; when a charging station of type
ji € ] is installed in segment s, and xs = 0 otherwise; and y, is a binary
variable, y.s = 1 if the electrical substation e is feeding the charging station
located in s and 0 otherwise.

The quality of service provided by the deployed infrastructure is defined
in Equation (7.1) as the sum of the service provided by each charging station
installed in s € S to the subset Cg of clusters within its service distance minus
the number of clients in clusters not served by any charging station NC. NC,
defined in Equation (7.4), is the complementary set of the set of all clusters
served by all charging stations, see Equation (7.3). The service provided by
the EVCS deployed in s is proportional to the number of citizens in the clus-
ter u, and inversely proportional to the time required to charge an electric
vehicle cty,. The quality of service is proposed to be maximized.

The installation cost of a EVCS considers the sum of the infrastructure cost
ccy, and the cost of connecting the station to its electrical substation, defined
in Equation (7.2). The budget required to connect the charging station to the
electrical substation is proportional to the distance between them de; and the
cost of wiring cgy,. The cost is proposed to be minimized.

Regarding the problem constraints, The constraint in Equation (7.5) guar-
antees that the total power consumption of all charging stations that are fed
by a given electrical substation is lower or equal than MPe.

7.3 Algorithms

We need to use a multiobjective algorithm to deal with a multiobjective prob-
lem. Two well-known Multiobjective Evolutionary Algorithm (MOEA)s are
applied in this study: Non-dominated Sorting Genetic Algorithm II (NSGA-
IT) and Strength Pareto Evolutionary Algorithm 2 (SPEA2). Both algorithms
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have been successfully applied to many problems in different application
areas in Smart City (Rossit, Toutouh, and Nesmachnow, 2020; Nesmachnow,
Rossit, and Toutouh, 2018; Massobrio et al., 2017; Péres et al., 2018a; Toutouh,
Rossit, and Nesmachnow, 2020). The proposed NSGA-II and SPEA2 for the
locating the EVCS include the main following features:

Solution encoding Solutions are encoded as a vector of integers s which
sk € 10,]J]],1 < k < M. Each position in the vector represent a possible loca-
tion for the charging station and the corresponding integer value on index s
represents one of the possible electric vehicle charging type, i.e., j; € J. The
special value ‘0" is used to represent the situation where no charging station
is installed in the segment s;. Figure 7.1 presents an example of solution en-
coding for a sample scenario with eight tentative locations {1, ..., 8} and two
types of charging stations {1,2}.

Solution 1 Solution 2
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FIGURE 7.1: Example of solution encoding of an scenario with
eight possible locations for EVCS and two types of stations, and
the evolutionary operators.

Initialization The population is initialized by applying a random proce-
dure that creates feasible solutions. The initialization process iterates over
the areas of influence of each electrical power station A,. For each A,, it ran-
domly selects a tentative location s; and adds a randomly chosen EVCS ji
to it. If the power consumption restriction in Equation (7.5) is met, it selects
another location in A, to install a new EVCS. This process is repeated while
power consumption restriction is fulfilled.

Evolutionary operators The recombination operator applied is a variation
of the standard n-point crossover used over two selected individuals specifi-
cally devised to address MO-EVCS-L, named k electrical substation influence
area crossover (k-A.X). It randomly exchanges the deployment configuration
of the electrical areas of influence of k power stations (A, defined in Sec-
tion 7.2). This operator works as follows: given two parents (individuals),
k-A.X randomly selects k A, and exchanges between parents the assigned
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stations in the selected A, to create two offspring. Figure 7.1 shows an ex-
ample of two substations A; = {1,2} and A, = {3,4,5,6,7,8} which A is
crossed between the parent solutions and generate two new offspring. The
mutation operator is based on randomly modifying a specific attribute of a
randomly selected segment in the A, of a given individual (i.e., x;). There are
three different potential changes shown in Figure 7.1: i) if there is a charging
station (i.e., xs # 0), the charging station can be removed; ii) if there is no any
charging station (i.e., xs = 0), a randomly chosen charging station is selected
to be added to the represented segment(i.e., x; is replaced by an integer value
uniformly chosen in the range [0,2-1]); and iii) the values of two different at-
tributes x; and xy are exchanged with each other regardless of their values.
The recombination and mutation operators are applied with probability pc
and py, respectively. Figure 7.1 represents both evolutionary operators.

Solution feasibility The restriction defined in Equation (7.5) may not be
met after the application of evolutionary operators, i.e., the total power con-
sumption of all charging stations in A, could be higher than MP,. Thus an
operator is applied to randomly remove charging stations installed in A, un-
til the restriction is fulfilled.

7.4 Experimental Setup

This section summarizes the methodology applied for the experimental anal-
ysis of the proposed MOEAs to address MO-EVCS-L.

7.4.1 Problem Instance

The experimentation is performed over a realistic scenario defined on the
medium size Malaga. Around 567,953 citizens spread over 363 neighbor-
hoods live in this city. The road map is composed by 33,550 road segments.
Each road can be selected for the placement of a EVCS (as we saw previously
in Figure 2.5). The city’s electric power is supplied by 14 electrical substa-
tions. These electrical substations limits the number of stations that we can
install in a specific area. When we install a EVCS we can choose between
different types of stations according to the different charging speed. Two dif-
ferent types of charging stations are considered to be installed: fast charging
stations (type 1) and super-fast charging stations (type 2). Each one have dif-
ferent energy consumption requirements, installation (equipment/building
and connection) costs, and also times for fully charging a standard electric
vehicle. Table 7.1 summarizes the main characteristics of both electric vehi-
cle charging station types.
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TABLE 7.1: Main features of the considered charging stations.

Type (j) ct] ep; cc; cg;
fast (1) 120 minutes  74kW 13,915€ 1.15€
super-fast (2) 15minutes 50.0kW 39930€ 1.35€

TABLE 7.2: Relative hypervolumes in the preliminary experi-
ments for each configuration of the algorithms.

(A) NSGA-II (B) SPEA2
Mutation Mutation
1/14 4/14 7/14 1/14 4/14 7/14
$ 050950 0949 0914 $ 0510930 0.975 0913
8 0.7 1 0915 0935 0.909 8 0.7 1 0.897 0956 0.896
091 0.890 0942 0.896 09 | 0916 0946 0.918

7.4.2 Parameter Settings and Execution Platform

A set of parametric setting experiments were performed to determine the
best parameter values for the proposed MOEAs. The parameter setting anal-
ysis were made over the proposed scenario. Both MOEAs apply the same
initialization, crossover, and mutation operators. The population size (#p)
and the maximum number of generations (#g) were calibrated in prelimi-
nary experiments. The analysis confirmed that using #p = 20 and #g = 500
provided a good exploration pattern for both MOEAs. In SPEA2, the size of
the elite population was set to 5 individuals, following rules-of-thumb from
the related literature (Zitzler, Laumanns, and Thiele, 2001a).

For pc and ppy, candidate values were pc € {0.5,0.7,09} and
pm € {1/14,4/14,7/14} (we have 14 zones in one scenario). Each configu-
ration was evaluated over 30 independent executions performed for the pro-
posed MOEAs. The distribution of the relative hypervolume (see Figure 7.2)
results obtained using each configuration were analyzed by applying the
non-parametric Kruskal-Wallis statistical test to determine the configuration
that allowed computing the best results. Thus, for NSGA-II, the most com-
petitive results were achieved with pc = 0.5and p); = 1/14, and for SPEA2,
with pc = 0.5 and py; = 4/14.

7.4.3 Baseline Method

In order to test the effectiveness of our algorithms, an intelligent Random
Search (RS) method to get a baseline of solutions is defined. RS generates
feasible solutions using the same constructive method applied to generate
the initial population in NSGA-II and SPEA2. The method keeps all non-
dominated solutions generated during the process. RS iterates generating
new solutions until a stop criteria is reached. In this case, it stops after reach-
ing the maximum execution time of the two MOEAs analyzed here.
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FIGURE 7.2: All computed solutions.

7.5 Experimental Evaluation

This section reports the experimental analysis of the proposed MOEAs to
address the real-world case study of MO-EVCS-L.

7.5.1 Multiobjective Optimization Analysis

Figure 7.2 shows the non-dominated solutions computed by each indepen-
dent execution of the evaluated algorithms. Marker colors represent the
results of each independent execution. In turn, Figure 7.3 illustrates the
three Pareto fronts computed by NSGA-II, SPEA2, and RS, i.e., all non-
dominated solutions computed considering all the 30 independent execu-
tions performed by each method. The arrow points in the direction of the
best solutions.

Figure 7.2 indicates that RS is the least competitive algorithm. The RS set
of solutions represent charging covering shorter ranges of quality of service
and deployment costs than the MOEAs. All solutions computed by NSGA-
IT and SPEA2 dominate the RS solutions, i.e., the RS solutions provide less
quality of service while requiring higher deployment costs. In turn, NSGA-
IT and SPEA2 show robustness because the average dispersion of solutions
for the same value of each problem objective was below 20% of each of the
independent runs.

Results in Figure 7.3 show that the MOEAs can compute accurate solu-
tions, properly sample the Pareto front of the problem, and demonstrate the
practical applicability of the proposed approach. For deployment costs lower
than 0.5x10°, both methods present solutions with close trade-offs between
quality of service and deployment costs. However, for higher installation
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FIGURE 7.3: Pareto fronts of the multiobjective algorithms.

costs, SPEA2 seems to improve over the solutions computed by NSGA-II,
i.e.,, SPEA2 solutions are able to provide a better quality of service at the
same installation costs.

Regarding multiobjective optimization metrics, Table 7.3 reports rele-
vant statistical values of the evaluated multiobjective metrics (i.e., minimum,
maximum, mean, standard deviation, median and IQR) for the evaluated
MOEAs. SPEA2 is the most competitive method among the evaluated ones
addressing MO-EVCS-L. SPEA2 presents lower values for the distance-based
metrics, i.e., GD, GDT, IGD, and IGD™ (see in bold in Table 7.3), which rep-
resents that SPEA2 computed solutions are closer to the reference front than
the NSGA-II ones. The RHV results of SPEA2 are higher than the NSGA-II
ones (see in bold in Table 7.3), which indicates that SPEA2 converged to more
competitive solutions than NSGA-IIL.

Statistical analysis is performed to evaluate the statistical significance
of these results. As the distribution of results follow a non-normal dis-
tribution, Kruskal-Wallis statistical test is applied. The results confirmed
that SPEA2 outperforms NSGA-II with a confidence higher than 99%, i.e.,
p-values < 0.001 for all evaluated metrics. These results imply better con-
vergence towards the Pareto front of the problem and a better coverage of
the Pareto space by solutions computed by SPEA2

Table 7.4 reports the values of the multiobjective metrics evaluated for the
Pareto front obtained from the solutions provided by NSGA-II and SPEA2.
Results in Table 7.4 show that the Pareto front computed by SPEA2 provides
the best values for each metric.
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TABLE 7.3: Statistics of multiobjective metrics for each run of
the executions of each algorithm.

Algor.  Metric Min Mean+SD Median IQR Max
RHV 0.74 0.8240.03 0.83 0.05 0.88
GD 6,028.16 9,777.69+2,569.45 9,174.03 2,487.18 17,151.89
NSGA-II GD* 0.07 1,853.90£2,396.43  986.55 3,165.70 9,132.95
IGD 18,213.75 29,024.7148,099.82 27,602.76 7,603.97 57,134.82
IGD™ 0.17 13,727.0449,850.17 12,702.03 7,333.46 44,933.12
RHV 0.83 0.89+0.03 0.89 0.03 0.95
GD 3,738.85 7,460.10+1,472.98 7,211.45 1,496.41 10,550.35
SPEA2 GDT 0.02 66.54+179.47 0.06 0.02 712.32

IGD 13,494.63 21,287.26-£5,191.87 20,642.87 6,307.04 37,576.88
IGD* 595.11 8,327.67+6,036.19 7,301.21 7,973.87 26,004.91

TABLE 7.4: MOEAs metrics for the Pareto front computed by
NSGA-II and SPEA2.

Algorithm RHV GD GDT IGD IGD™T

NSGA-II  0.947 5,790.885 590.648 10,131.143 0.031
SPEA2 0.992 1,175.294 0.009 2,776.893 595.026

7.5.2 Computational Time Evaluation

This section discusses the execution time of the evaluated methods. Table 7.5
shows the relevant statistics of the execution time in seconds of NSGA-II and
SPEA2 when addressing the proposed instance of MO-EVCS-L. RS is not in-
cluded since its stop condition is set as running for the maximum running
time of both MOEAs, i.e., 1515 seconds.

Results in Table 7.5 show that there are no significant differences between
the execution time required by the evaluated MOEAs. The execution time is
between 20 and 25 minutes, which entails a low computational cost because
we are dealing with an NP-hard problem.

7.5.3 Comparative Analysis

A few samples of computed solutions are compared in terms of two metrics
of quality of service: a) sum of service provided by each station, defined in

TABLE 7.5: NSGA-II and SPEA2 execution times (in seconds).

Algorithm Minimum Mean+SD Median IQR Maximum

NSGA-II 1,214.37 1,271.17 £61.70 1,242.04 61.86 1,515.38
SPEA2 1,214.25 1,272.85 £49.20 1,260.53 47.11 1,515.96
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TABLE 7.6: Quality of service metrics for the representative so-
lution by cost of each algorithm.

Cost Algorithm QoS du # stations type=1 # stations type=2
50% NSGA-II 1,204,666 317,563 21 9
SPEA2 1,413,229 298,201 19 10
75 NSGA-II 1,072,286 280,995 39 10
SPEA2 1,529,501 275,702 31 13
90% NSGA-II 1,502,587 262,766 43 13
SPEA2 1,619,564 274,091 40 14

Equation (7.6), and b) sum of disconnected users, defined in Equation (7.7),
which represents the number of citizens not served by any charging station.

Qos =Y (Z ;’;) (7.6)

seS \ceCs

du= Y i (7.7)
nceNC
For a fair comparison, the solutions compared are the ones that require the
same deployment cost. Three were selected according to a percentage over
the maximum deployment cost computed: 50%, 75%, and 90%. Table 7.6
reports the results. Besides, it includes the number of stations of each type
installed. Figure 7.4 illustrates the solution in each percentage of cost.
According to the results in Table 7.6, SPEA2 provides the best QoS values
for the three evaluated solutions. For the costs of 50% and 75%, SPEA2 leaves
fewer users disconnected. However, NSGA-II has fewer citizens that are not
served by any charging station for the cost of 90%. Finally, it can be seen that
SPEA2 deployments have more EVCS of type 2 than NSGA-II, and NSGA-
II installs more EVCS of type 1 than SPEA2. Super-fast charging stations
allow eight times more vehicles to be assigned than type 1 stations. If energy
constraints permit, it is more beneficial for the public to install super-fast
charging stations, even if that means fewer stations.

7.6 Conclusions

This chapter presents a multiobjective evolutionary approach to address the
problem of locating electric vehicle charging stations in a city, a relevant chal-
lenge of the current sustainability and clean mobility concerns.

The proposed problem formulation as MO-EVCS-L is more realistic than
previous approaches. On the one hand, it considers the two types of users:
citizens served by the charging stations and those disconnected from the
charging station network (i.e., not attended by any charging station). It is
important considering the unserved users because this may make it difficult
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FIGURE 7.4: Geographical locations of the solutions computed
by NSGA-II and SPEA2 with different percentages of cost.

for these citizens to purchase electric vehicles. On the other hand, it explicitly
models real energy supply constraints and deployment costs.

Two variations of MOEAs (NSGA-II and SPEA?2) that apply specific evo-
lutionary operators have been proposed to solve MO-EVCS-L. The problem
has been solved over a real city-scale scenario, the city of Malaga (Spain).
The results obtained show that the SPEA2 is the most competitive approach.
However, both MOEAs provide accurate location plans to assist in making
decisions on the location of EVCSs taking into account the quality of service
and the cost of installation.
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Chapter 8

Robust Biobjective Shortest Path
Problem

8.1 Motivation

Millions of citizens around the globe have to face every day the problem of
deciding the route to follow in their cities to go from an origin (e.g., home) to
a destination (e.g., work). Many software tools solve this problem by repre-
senting the city as a graph and assigning a cost to every edge (street segment)
in the graph. Then, Dijkstra’s shortest path algorithm (Dijkstra, 1959) is used
to find the route minimizing the cost function. The time to traverse the route
is commonly used as cost. Navigator tools like Tomtom, Google Maps, or
Waze traditionally do that. Distance is also a common parameter that can be
easily minimized using this approach.

However, reducing the travel time (or the distance) is not the only impor-
tant goal in the real world. Many citizens also want to spend less money on
fuel, drive through quiet streets, and, in general, fulfil several of these criteria
simultaneously. The shortest path problem that simultaneously deals with
two objectives is called a Biobjective Shortest Path (BSP) problem. Some-
times the data required to solve the problem is not reliable or accurate. For
example, the time needed to traverse a street depends on the traffic load,
the vehicles used, the speed limit, the state of the traffic lights, and even the
driver’s skills. Often, all of these parameters are not accurately known. For
example, a citizen that goes to work usually prefers the fastest route. How-
ever, the main roads generally have traffic jams during rush hour, so that the
time may be longer than another route with a higher distance but less traffic.
Considering the uncertainty in the data is vital to propose realistic solutions.
Given a solution, we would like to know how much its quality attributes
can change due to the variation of the uncertain data we have about the city.
This quality of the solver technique and problem definition is usually called
robustness (Ben-Tal, El Ghaoui, and Nemirovski, 2009).

In this chapter, we include robustness in our new model of the BSP prob-
lem to take into account the uncertainty in the data. We consider two ob-
jectives: travel time and the gas emission (CO; and NOy). We select these
two goals guided by our present societies and modern needs. We need to
waste as little time as possible on traveling and pollution problems in cities
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affect the health of their citizens, as we mentioned in previous chapters. Our
contributions in this research line can be summarized as follows:

¢ We introduce a robustness model into the definition of the BSP itself.
We model an optimization problem that searches for routes with the
lowest average travel time and gas emitted, and also for the smallest
variability of these two goals. This new formulation including robust-
ness for this problem is not present in the literature, where usually one
single robust solution is returned by the algorithms (Chassein and Go-
erigk, 2015; Hasuike, 2013; Pascoal and Resende, 2014).

* We use explicit multiobjective modeling of the problem along with a
shift from fixed parameters to random variables.

* We apply different algorithms to solve the multiobjective problem in or-
der to check their performance. Multiobjective algorithms and weight-
ed sums in single-objective algorithms are the chosen strategies.

* We use a real map with real data in our study. We select the Malaga
Province, Spain, as the base map to our experiments. In addition to
being a large scenario full of real data, it also represents a case study in
a traditional European region, with interesting implications in creating
services for tourists and commuters.

We used five algorithms in this study:
¢ two multiobjective algorithms: NSGA-II and MOEA /D;

e and three exact algorithms: Pulse (Duque, Lozano, and Medaglia,
2015), Dijkstra’s algorithm, and A¥, the last two without taking into
account the robustness.

We also use twenty-nine different instances with real data and present an
in-depth analysis of the different results obtained. In addition, this research
studies single-objective algorithms to solve multiobjective problems using
weighted sums to get an approximation of the Pareto optimal set.

This chapter is organized as follows. Section 8.2 mathematically formu-
lates the BSP problem. Section 8.3 describes our proposed model to the ro-
bust BSP problem. Section 8.4 presents the experimentation baseline. Sec-
tion 8.5 discusses the main results obtained by experimentation. Section 8.6
describes different aspects of robustness related to the present work. Finally,
Section 8.7 presents the conclusions of this research.

8.2 Background

Our model treats the robustness of the problem as a variability in the param-
eters that must be minimized to obtain more robust routes.

Let G(N, A) be a directed graph, where N is the set of nodes, and A the
set of edges between nodes, A C N x N. We define a path p with n nodes
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as a sequence of nodes p; € N with 1 < i < n, where (p;, pir1) € A for
1 < i < n—1. That is, consecutive nodes in the sequence are adjacent in
the graph. We define Ps . as the set of all possible paths between a start node
s = p1 and an end node ¢ = p;,. In our problem, the graph represents the
road map. The edges are the street segments between every two intersections
(nodes of the graph). This is a classic way of modeling a road map (Garaix
et al., 2010), which allows us to formalize the real problem, while we keep its
main features.

We also define a cost function C : A — R™ in the graph G. This function
assigns a non-negative number to each edge of the graph. In order to simplify
the formulation, we write C((i,j)) = c;j as the cost of the edge (i,]). These
costs represent the values of the objectives to be minimized, e.g., the values
of travel time and emission in each of the road segments. The definition of
the cost function can be extended to a whole path as follows:

z(p) = Z Cijs (8.1)

(ij)ep

where we write (i,j) € p when nodes i and j are consecutive in path p.

In this chapter, we present a model of robustness for the BSP problem.
The BSP problem is an NP-hard multiobjective optimization problem (Ser-
afini, 1987) that searches for the paths between two points in a graph G(N, A)
minimizing two objectives simultaneously in the Pareto sense. As we have
already explained, this graph problem is analogous to our routing problem.
The cost function is defined as C : A — RT x R™, which associates two
weights to each edge in the graph. As in the single-objective case, we sim-
plify the formulation by writing C((i,j)) = c;;x to represent the cost of edge
(i,7) in the objective k. We formulate the BSP problem as follows.

Definition 6 (Biobjective Shortest Path Problem) Given a graph G(N,A)
and two nodes in the graph s and e, the biobjective shortest path problem consists
in finding the Pareto optimal set of the biobjective problem defined over the objective

function:
z(p) = Y. (cijr Cijn) (8.2)
(ij)ep
subject to p € Ps,, that is, only paths from nodes s and e are considered.

Once we have introduced the necessary background for our proposal we can
present our robust model for the BSP problem.

8.3 Proposed Robust Model

We call robustness of a problem to the characteristic of the problem to deal with
inaccuracies in the parameters that define an instance of the problem. The
street length, travel times, or the map itself in a routing problem are exam-
ples of parameters of a problem. We say that a problem formulation is robust
if it considers the inaccuracies in the parameters. Robustness in problem for-
mulations is a crucial characteristic to consider when developing real-world
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applications. Our way of introducing robustness in the formulation differs
from most other models because we consider robustness an additional objec-
tive to optimize.

We can consider problem’s parameters as another argument of the objec-
tive function. The new objective function has the form f* : X x P — R,
where P is the space of parameters. P is a tuple P = (Py, P, ..., Py), where
P; with 1 < i < m is the domain for the i-th parameter of the problem.

In real-world applications for the cities, we do not have the same control
over the environment of the problem as in the lab. The real data usually
have inaccuracies, missing information, etc. There are many strategies to deal
with these inaccuracies (see Section 8.6). We assume that the parameters are
random variables, and we work with two statistics of them: their mean and
variance. This is different from previous studies because it considers both
the general character of the road and its variation. Given the i-th parameter
of the problem with domain P; C IR, we consider that its value is defined by
a random variable with mean y; and variance o?. We say that the parameter
is inaccurate if 02 > 0.

In a Shortest Path problem the cost function C : A — R™ is a parameter
of the problem that can have uncertainties. Thus, the cost associated to edge
(i,j) is modelled with a random variable with mean p;; and variance 01-2]-. We
will assume that random variables associated with different edges are inde-
pendent, what allows us to sum means and variances to get the mean and
variance of the sum of costs. Figure 8.1 shows an example of this model of
robustness. Given a graph G(N, E), with N = {A,B,...,F}, the shortest
path between nodes A and F is calculated. In the top network, the shortest
route (using the cost of each edge) has a cost of 10. In the bottom network,
the variance associated with each edge is introduced (the robust version of
the problem). Two routes are relevant in this case. The first is (A, B, D, F)
with y = 10 and 02 = 6. The second one is (A,B,E,F) with y = 12 and
02 = 4. The first one has a lower mean cost but higher variance, while the
second has a lower variance and higher mean cost. We say that the second
solution is more robust than the first one since the variation of its cost due to
the uncertainties in the parameters of the problem is lower than in the case
of the first solution.

In the case of the BSP, we consider two parameters for each edge. These
parameters are Travel Time (TT) and gas emission (CO, and NOy). Each of
them are characterized by a mean p;;x and a variance Uizj,k’ with k being TT for
travel time and GAS for gas emission. Our robust formulation for the Robust
Biobjective Shortest Path (RBSP) problem has a total of four objectives that
are defined as follows:

ZR(P) = Z (Plz'j,TT, Hij,GAS, (T,-Zj,TT, (Tizj,GAs), (8.3)
(ij)ep

where p € Ps, for a given s and e defined by the instance. In this way, we
shift from a basic biobjective problem to another one with four objectives.
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FIGURE 8.1: Standard non-robust model (top) and our pro-
posed robust model (bottom). We also show the best route for
the first one and two routes for the second.

This formulation allows us to obtain solutions with different degrees of ro-
bustness (higher or lower variance) in both parameters (TT or gas emission).
Having one set of solutions is interesting for many types of applications. Ac-
cording to the circumstances, a user may need solutions that focus on some
or all of the parameters. For example, a police officer may prefer more stable
routes (low variability) in general. Still, it may need to find a faster route
at specific times even though it is risky. In short, providing more options to
users means that they can choose the most suitable one in each situation.
Figure 8.2 shows some sample Pareto fronts of RBSP and compares it with
that of BSP. The solutions and Pareto front on the left considers that 0> = 0
for all the edges and the two parameters. The solutions and Pareto front on
the right assume that 0> > 0. The latter could make us find solutions with a
low average cost, but with high variability (not very robust). However, if we
expand the Pareto front to four dimensions, this will expand our set of non-
dominated solutions with those that have low variability in our objectives.

8.4 Experimentation Baseline

In this section, we describe the inputs, obtained from public open data web-
sites, and algorithms used in the experimentation. With this section, we want
to remark the applied intention of our work and the usability of our proposal
in real-world applications.
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FIGURE 8.2: BSP (left) and RBSP (right) problem models. They
are shown from the point of view of the Pareto fronts, as well
as the selection of a edge when building the solution (a path).

8.4.1 Real Map

We used the large map of Malaga presented previously in Section 2.4.2. This
road map has 10,601 nodes and 118,388 edges. We selected random points
(according to a uniform distribution) to serve as the origin and destination
nodes for the instances of the experimentation. We generated 29 instances.

8.4.2 Realistic Inaccurate Parameters

As mentioned in Section 8.3, the two uncertain parameters considered in this
research are travel time and gas emission. The mean of each parameter is
computed for each edge of the graph as follows:

* Travel Time (TT). For each road segment the mean travel time was es-

timated from the speed and distance obtained from Open Street Maps
during the parse process of the source map.

Gas emission (CO; and NOy). We estimated the gas emitted by the
vehicles using the HBEFA model (Hausberger et al., 2009) and the es-
timated speed obtained from Open Street Maps. This model computes
the pollutant emission rate using the speed of the vehicle as follows:

d v\’
h(v) = max (0, co+ clvd—? + cpv (d_?) + 30 4 cav® + C5Z)3> (8.4)
where the coefficients c; with 0 <i < 5 depend on the car and the type
of gas emission. These coefficients are calculated based on averaging
measurements of hundreds of types of vehicles, models, engines, etc.
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The mean of the inaccurate parameters considers the real speed limits on
roads and a commercial sedan as the vehicle for our study. We selected these
specific values as an example of a possible driver of the city. Factors like traf-
fic jams, traffic lights, works, etc., can also affect each parameter. The vari-
ances in both parameters were randomly generated. However, our model is
prepared to consider the inaccuracies due to all these factors too. According
to these real data, the fitness function used by our solvers is z® (p) (see Equa-
tion (8.3)). This function has four objectives: the means and variances of the
travel time and gas emission.

8.4.3 Optimization Algorithms

We choose five algorithms to solve the problem with different search
strategies. The selected algorithms are Dijkstra algorithm (Dijkstra, 1959),
A* (Hart, Nilsson, and Raphael, 1968), Pulse (Duque, Lozano, and Medaglia,
2015), Non-dominated Sorting Genetic Algorithm II (NSGA-II) (Deb et al.,
2002b), and Multiobjective Evolutionary Algorithm Based on Decomposition
(MOEA /D) (Zhang and Li, 2007). All of them return paths between two sin-
gle nodes s and e. These nodes and the graph are the inputs for the solvers.

In A¥, the heuristic function used in our study is the Euclidean distance
between the geographical position of the nodes.

Dijkstra and A* are single-objective. We chose them because they are typ-
ically used in applications and state-of-the-art comparisons (Ardakani and
Tavana, 2015; Pascoal and Resende, 2015; Sheng and Gao, 2016). But, we are
solving a multiobjective problem. So, we transform the problem from mul-
tiobjective to single-objective using a weighed sum of the objectives. This
method allows us to find supported solutions from the Pareto front. The
supported solutions are those belonging to the convex hull of the front. The
transformed problem is as follows:

prg})n w(p) = Z (wO,uij,l + wipijp + ZUQO'izjll + w3‘7i2j,2) (8.5)
i (ij)ep

with w;, 0 <i < 3 the weights associated to each objective.

We considered different weight values: {0.0001, 0.25, 0.50, 0.75, 1} for
each weight. Weight 0.0001 is used instead of 0 to ensure that the solution
found is efficient (and not only weakly efficient). We execute the single-
objective algorithm (Dijkstra or A*) for each combination of weight values.
This means a total of 625 runs of the single-objective algorithms per instance
(all combinations of weight values for the four weights: 5%). With these
weights evenly distributed in the interval (0, 1] we try to explore uniformly
the objective space with these single-objective algorithms. After the runs, we
collect the obtained solutions to find a subset of the Pareto optimal set. We
denote with WDijkstra and WA* the Dijkstra’s algorithm and A* solving the
RBSP problem using this approach, respectively.

NSGA-II and MOEA /D have some common configuration parameters.
In order to do a fair comparison among them we have used the same param-
eters in both algorithms. These are:
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* Selection operator: random selection.
* Crossover operator: one-point crossover with probability 0.9.

* Mutation operator: custom mutation with probability 0.1. This muta-
tion selects a random middle point k in a (s-¢)-path and a random vertex
i and compute the two paths executing the A* algorithm: (k-i)-path and
(i-e)-path. After computing the shortest path between the pairs (s-k),
(k-1), and (i-e), it joins them to form the new solution path (s-k-i-¢)-path.

* Replacement operator: elitist tournament.

* Neighbourhood of 5 individuals (only MOEA /D).

The stopping condition in NSGA-II and MOEA /D is to reach 10,000 fitness
evaluations. The population size is 10 individuals.

8.5 Experimental Results

In this section we will present the main results of our study. First, we will an-
alyze the Pareto fronts obtained, followed by the robustness of the different
solutions found for each instance. Finally, the algorithms WDijkstra and WA*
will be specifically analyzed apart, focusing on the relationship between the
weights and the fitness values for the different solutions found.

8.5.1 Pareto Optimal Set Analysis

In this section we analyze the quality of the approximated Pareto optimal set
found by the algorithms in the different instances for two different types of
polluting gases: CO; (29 instances) and NOy (28 instances). NSGA-II and
MOEA /D got solutions which do not reach the same quality as the exact
algorithms in all the experiments. In fact, the quality of their solutions with a
similar execution time was much lower than the rest of the proposals. They
did not get any solution from the Pareto front in any of the instances. That
is why they are not explained in detail in this section. This behavior makes
these metaheuristic algorithms a bad option for solving this problem.

Travel times and CO,

Table 8.1 reports the execution time per solution and size of the sets of non-
dominated solutions obtained by the deterministic algorithms when they an-
alyze the travel times and CO,. Pulse returns the entire front, so the reported
time ¢ is the total running time of the algorithm T divided by the number n of
solutions in the Pareto front: t = T /n. An interesting result is that WDijkstra
and WA* obtained the same results for each instance, but WA* is much faster,
as expected. The Pulse algorithm returned the whole Pareto front at the cost
of a higher run time.

Figure 8.3 shows the time per solution, in milliseconds, for each algorithm
and instance. The running times follow ascending lines. However, a higher
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TABLE 8.1: Runtime to compute one solution for WDijkstra,

WA* and Pulse and number of different solutions found in each

of the TT-CO, instances. We mark in bold the shortest time and
largest number of solutions found for each instance.

Runtime per solution (ms) # of solutions

Inst. Start  End - —w5=—\&+ Ppulse WD. WA* Pulse
1 32310 27542 1,801 55 53,398 4 4 48
2 12175 40684 1,743 732 72,523 4 4 11
3 40684 12175 1,375 756 77,136 3 3 9
4 27542 32310 1,936 45 77,957 5 5 42
5 13360 10386 1,677 543 113,866 6 6 23
6 30159 8481 2,032 324 132,024 13 13 157
7 23385 11669 1,731 225 159,944 10 10 49
8 10789 11798 1,361 343 178,261 4 4 70
9 11669 23385 1,771 178 180,364 6 6 20
10 28960 28582 1,534 284 182,434 7 7 86
11 39559 20777 2,000 63 188,075 7 7 63
12 10386 13360 1,208 138 211,592 6 6 16
13 11798 10789 2,205 643 257,288 5 5 57
14 42100 21155 1,261 291 261,992 6 6 161
15 15181 30200 2,060 531 279,094 9 9 77
16 14141 33551 1,377 371 302,760 5 5 223
17 33551 14141 1,559 294 308,817 5 5 136
18 8481 30159 1,630 192 343,680 6 6 82
19 19215 39301 1,405 120 406,114 5 5 10
20 39301 19215 1,062 87 437,103 4 4 27
21 20777 39559 1,771 260 470,971 8 8 17
22 21155 42100 2,056 862 476,278 4 4 80
23 45081 34504 1,139 215 778,485 12 12 263
24 30200 15181 1,184 292 854,915 15 15 168
25 34504 45081 1,474 471 872,470 7 7 88
26 28582 28960 1,554 183 1,200,626 8 8 28
27 25319 35869 1,525 591 2,286,564 10 10 27
28 20842 9585 2,130 747 2,312,745 5 5 206
29 35869 25319 1,263 210 4,591,774 11 11 32

Total 46,824 10,046 18,069,250 200 200 2276
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FIGURE 8.3: Execution time (ms) per solution of each deter-
ministic algorithm in each instance of the problem with CO, as
pollutant.

I

9 10 11 12 13 14 15 {6 17 18 19 20 21 22 23 24 25 26 27 28 29
Instances

=3
o

<
o

a
S

IS
o

Percentage of optimal pareto set solutions (%)

I woijkstra [ll wA* [l Pulse

FIGURE 8.4: Percentage of the optimal Pareto set found for each
deterministic algorithm in each instance of the problem with
CO; as pollutant.

computation time does not imply a more extensive Pareto set. WDijkstra had
stable behavior in their running time while WA* was less stable.

The sizes of the non-dominated sets are shown in Figure 8.4. The percent-
age of solutions found in the optimal front by WDijkstra and WA* is 17.77%
on average. This percentage suggests that the number of supported solutions
in the front is low. Despite the 625 weight combinations computed in WDi-
jkstra and WA*, the obtained non-dominated sets have between three and
twelve solutions only. This is because each point in the target space has a
polytope associated with it in the weight space and several weight combina-
tions are in the same polytope. In Section 8.5.3 we will study the combina-
tions of weights in more detail.

Now, we will analyze the quality of the approximated Pareto fronts by
some quality indicators (Riquelme, Von Liicken, and Baran, 2015). We se-
lect as metrics the Hypervolume (HV), e-indicator, and Inverse Generational
Distance (IGD) because they are commonly used in the multiobjective litera-
ture. Their values of the indicators are in Table 8.2. Figure 8.5 shows the HV
percentage in each instance. We can see that, in some cases, the HV of the
deterministic algorithms are very close to each other (especially in instance
29). NSGA-II has better HV than MOEA /D, even getting close to the deter-
ministic algorithms. In general, both metaheuristics offer worse HVs, except
in instance 28, in which the few solutions obtained by WDijkstra and WA*
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FIGURE 8.6: e-indicator for the execution of each algorithm in
every instance of the problem with CO, as pollutant.

are not enough to obtain a high HV. This is a good result for these solvers,
because only with the supported solutions we can cover very well the objec-
tive space in the general case. The results for the number of non-dominated
solutions and the HV suggest that many of the solutions are non-supported
and their contribution to the HV is low.

If we see the e-indicator (see Figure 8.6) of each algorithm (where lower
values are better), we will find that in some instances the distance of the
approximated Pareto front found by WDijkstra and WA* is very close (11
units) to the optimal front, and in general it is not so far from the Pareto
front found by the Pulse algorithm. MOEA /D obtained the worst measures
for this indicator, especially in three instances. This is an advantage of using
single-objective algorithms and weighted sum to get an approximation of the
Pareto front in the RBSP problem since a very fast approximated front is ob-
tained with acceptable quality, even discarding the non-supported solutions.
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TABLE 8.2: Quality indicators of the approximated Pareto fronts in each instance for the TT-CO; case. The highest values

for the HV and the lowest values for e-indicator and IGD are marked in bold.

Ins. HV e-indicator 1IGD

WD. WA* Pulse NSGA-II MOEA/D WD. WA* Pulse NSGA-II MOEA/D WD. WA* Pulse NSGA-II MOEA/D
1 6.84E+18 6.84E+18 6.94E+18 6.51E+18 5.52E+18 282 282 0 218 26135 14695 14695 0 1867 14663
2 1.09E+18 1.09E+18 1.09E+18 1.07E+18 1.07E+18 41 41 0 46 64 3388 3388 0 7492 2030
3 1.11E+18 1.11E+18 1.11E+18 1.09E+18 1.09E+18 59 59 0 64 64 1496 1496 0 11158 3920
4 6.82E+18 6.82E+18 6.91E+18 6.49E+18 5.48E+18 271 271 0 216 26244 13838 13838 0 9453 17030
5 1.12E+18 1.12E+18 1.12E+18 1.12E+18 1.12E+18 117 117 0 20 20 4726 4726 0 1890 1534
6 233E+18 2.33E+18 2.34E+18 2.28E+18 2.25E+18 137 137 0 341 1292 6927 6927 0 1904 2367
7 226E+18 2.26E+18 2.26E+18 2.24E+18 2.22E+18 42 42 0 346 665 5654 5654 0 3543 8213
8 1.73E+18 1.73E+18 1.74E+18 1.71E+18 1.70E+18 112 112 0 724 724 17597 17597 0 2757 1506
9 2.33E+18 2.33E+18 2.33E+18 2.31E+18 2.30E+18 28 28 0 422 422 2692 2692 0 7775 3284
10 2.12E+18 2.12E+18 2.15E+18 2.13E+18 1.78E+18 489 489 0 145 509 8673 8673 0 1500 4729
11 3.46E+18 3.46E+18 3.50E+18 3.44E+18 3.21E+18 334 334 0 951 951 11747 11747 0 1393 13320
12 1.08E+18 1.08E+18 1.08E+18 1.08E+18 1.08E+18 68 68 0 8 15 2280 2280 0 3087 2521
13 1.73E+18 1.73E+18 1.74E+18 1.73E+18 1.71E+18 103 103 0 37 145 12218 12218 0 2561 2733
14 7.72E+16 7.72E+16 7.81E+16 7.70E+16 7.66E+16 69 69 0 420 420 7980 7980 0 6081 17281
15 2.71E+17 2.71E+17 2.73E+17 2.70E+17 2.58E+17 140 140 0 961 961 8282 8282 0 30696 44340
16 2.63E+18 2.63E+18 2.67E+18 2.61E+18 2.56E+18 157 157 0 104 164 26941 26941 0 47710 53018
17 2.74E+18 2.74E+18 2.80E+18 2.73E+18 2.68E+18 183 183 0 118 168 27166 27166 0 15004 91262
18 2.35E+18 2.35E+18 2.36E+18 2.30E+18 2.27E+18 135 135 0 313 313 7628 7628 0 1680 2951
19 4.04E+18 4.04E+18 4.05E+18 4.03E+18 4.00E+18 94 94 0 398 398 5441 5441 0 1939 2555
20 4.08E+18 4.08E+18 4.09E+18 4.07E+18 3.97E+18 92 92 0 61 102 12275 12275 0 11908 3205
21 3.56E+18 3.56E+18 3.57E+18 3.55E+18 3.21E+18 144 144 0 144 4758 1457 1457 0 7211 10852
22 858E+16 8.58E+16 8.68E+16 8.58E+16 8.56E+16 70 70 0 62 66 7611 7611 0 4015 12351
23 492E+17 4.92E+17 5.05E+17 4.85E+17 4.72E+17 251 251 0 999 999 8523 8523 0 6371 41705
24 2.77E+17 2.77E+17 2.79E+17 2.78E+17 2.66E+17 144 144 0 33 167 6226 6226 0 13961 43379
25 7.33E+17 7.33E+17 7.41E+17 7.18E+17 6.91E+17 196 196 0 842 842 17948 17948 0 12639 33830
26 2.11E+18 2.11E+18 2.11E+18 2.10E+18 1.68E+18 444 444 0 444 1229 644 644 0 638 2086
27 7.84E+17 7.84E+17 7.84E+17 7.80E+17 7.42E+17 34 34 0 160 530 2079 2079 0 1448 7484
28 1.48E+17 1.48E+17 2.11E+17 1.95E+17 1.82E+17 2249 2249 0 1159 1403 22209 22209 0 1569 6347
29 7.02E+17 7.02E+17 7.02E+17 6.96E+17 6.46E+17 11 11 0 1109 1109 3802 3802 0 2238 4437
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FIGURE 8.7: Execution time per solution (ms) of each deter-
ministic algorithm in each instance of the problem with NOy as
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FIGURE 8.8: Percentage of the optimal Pareto set found for each
deterministic algorithm in each instance of the problem with
NOy as pollutant.

Travel times and NOy

In this section, we repeat the previous analysis replacing the CO; by NOy. Ta-
ble 8.3 reports the running time per solution and the number of them found
by WDijkstra, WA*, and Pulse. While the execution times are similar to those
of the version with CO, (compare Figures 8.3 and 8.7) the number of solu-
tions dound differs. The number of solutions obtained by the strategy of
weighted sums is greater than in the case of CO,. In general, 86% more solu-
tions have been found in fronts that have 14% fewer solutions, so the approx-
imations are generally better than with CO; (see Figure 8.8). It should also
be noted that in nine cases WA* found one solution more than WDijkstra.

We can state that the problem has more supported solutions when NOy is
considered, compared to the case of CO;. If the number of solutions and the
runtime are important in an application, this result suggests that NO, should
be considered in the optimization.

Regarding the quality indicators of the different instances, shown in Ta-
ble 8.4, the results in the three metrics outperform those obtained in the case
of CO,. In the case of the HV (see Figure 8.9), we again observe that the three
deterministic algorithms obtain a similar value and the two metaheuristic al-
gorithms have the lowest performance. Figure 8.10 shows the results of the
e-indicator, which improve the ones returned for the CO, experiments.
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TABLE 8.3: Runtime to compute one solution for each deter-

ministic algorithm in each instance and number of different so-

lutions found in the TT-NO, case. We mark the shortest time
and largest Pareto front size for every instance.

Ins. Start End  Runtime per solution (ms) # of solutions
WDijkstra WA* Pulse WDijkstra WA* Pulse
1 32310 27542 2,702 44 48,945 9 9 42
2 12175 27543 2,007 1,310 16,081 8 8 12
3 40684 27544 1,323 389 659,375 8 8 34
4 27542 27545 2351 32 57,746 9 9 35
5 13360 27546 1,703 1,301 66,766 6 7 16
6 30159 27547 3,467 415 188,996 36 36 176
7 23385 27548 2,404 522 85,042 22 22 73
8 10789 27549 2,963 772 68,870 1 12 77
9 11669 27550 2,011 469 112,745 1 11 27
10 28960 27551 2,093 1,353 101,731 4 4 62
11 39559 27552 2,520 101 332,607 1 11 52
12 10386 27553 1,508 184 142,696 7 7 17
13 11798 27554 4,309 710 75,567 12 13 107
14 42100 27555 1,227 338 203,377 27 28 152
15 15181 27556 1,550 597 135,527 16 17 40
16 14141 27557 3,616 528 154,292 15 16 208
17 33551 27558 1,862 824 242,193 14 14 82
18 8481 27559 1,498 131 250,644 13 13 55
19 19215 27560 3,340 247 185996 4 4 7
20 39301 27561 3,350 133 283,093 4 5 11
21 20777 27562 2,608 506 196,655 8 8 12
22 21155 27563 2,488 1,296 190,553 14 14 52
23 45081 27564 909 265 376,058 25 26 273
24 30200 27565 819 265 397,895 24 24 145
25 34504 27566 1,825 813 447,447 11 11 54
26 28582 27567 2,089 335 257,131 5 5 96
27 25319 27568 1,812 739 2,901,262 7 7 12
29 35869 27570 2,408 422 6,811,269 9 10 27

Total 65,128 5,639 14,990,559 372 381 1,956




111

g p o 9 L L 0 L CIHIETT  TIHAELT TI+ASLT TIHASIT TIHASIT 6C
8L 9z o T C g g o T 1 CIHAFCT  TIHAVCT TI4ASTT TIASTT TIHASTT LT
a8 $9 0 €9 €T 1T 91 0 6L 6L  TI+HTYY CI+HSLT TI+AED CI+ALST TIAL8T 9T
gg L9 0 ¥l ¥ T e 0 Tl Tl TIHERLT  CIHHES'T TI+A6LT TI+H6IT TIEGLT ST
(4 €z 0 ¥ 6 0 6 6 TI+H90'T  TI+HTIT TI+EELT TI+HETT TI+EELT T
IS IS (S § S S € €€ 0 I Il TI+ESTT TI+HOPT TL+ZLT TI+HILT TIHEILT €2
L1 4l 0o 6 6 0€ 61 0 6 6 L+ASTH  [I+ACHS TI+E99'S [1+8F9'S LI+HF9S T
0€ 8¢ 0 s g 91 6 o 0 0 CI+HTLL  TIHHTEL TL¥ALLS TIHALL'S TI+ALLS 1T
g6 I o 8 T ¢ € 0 6 6 CI+H19'8  TI+HI9'8 TI+H69'8 TI+H69'8 TI+H698 0T
I o1 0 S s €l € 0 8L 8L  TI+H/G8 CI+HES'S TI+H09'8 TI+HSS'S TI+ASSS 61
62 0F 0 6 6 [ b4 0 Tl T TIHAI6Y  CI+HOD'S TL+ASHS CI+HER'S TIYEEYS 81
L6 16 0 & & 6 o4 0 0 0F  CTI+HIOO CTI+HIF9 TI+ATH9 TI+HSE'9 TI+ESEY LI
82 4 0 L 08 ¥ i 0 L& L&  TIHAPE'S CTI+HLE'S TL+ASL'9 TI+HIL'9 TI+AIL9 91
0€ e 0o s g 0€ Ic o 9 9 CI+HSO'T  TI+HIOT TL+ALLT TIHEILT TIHELNT ST
3 44 0o 6 6 0€ 61 0 6 6 II+E9TF  11+H06'S TI+HTLS [1+d1LS TI+EILS  F1
6v 4l 0 6C 6T 9% 4! 0 LT [T TIHAPPE  CIHEPOT TLAITE CIHHOCY TIYEOT €l
o1 L 0 s S L 9 o ¥ ¥ CI+HS6T  TIHHSDE TI+E90'E TI+HY0E TI+AY0E I
43 p1 0 IS IS ¢ 9z 0 S¢ ST TIHAPE9 CI+HIFL TI+AL08 TI+HS08 TI+ASOS LI
I 61 0 66l 6El €€ 81 0 8L 8L  TI+AIYY CI+HTLY TIAI0S CI+HL6Y TI+ALET 0L
61 6 0o € € 6 y 0o € € CI+H89'S  TI+HTS’S TI+H06'S TI+H06'S TI+H06S 6
9g 91 0 L& 8T ¥ €1 0 Tt T  TItASPE  CI+HY0Y TI+EETH TI+ATCY TIATC 8
9.1 e 0 £ € 81 4] 0 ¢ ¢ CIHALTS  CIHATH'S TI+E69'S TI+H69'S TI+HE9S  Z
pE o1 0o 6 6 €€ I 0 Tl Tl TI+H08T  CIHHECS TL+EPFS CI+AEH'S TI+EEYS 9
Lz o1 0 € € I 01 o 9 9 CI+HT6T  TIHAL6T TI+ESOE TI+AL0E TIVALOE G
I€T 901 0 Il Il €€ 6 0 6 6 EI+HPET  EI+H8'T €I+H6YT €l+d6FT EI+H6YT ¥
€z o1 0 s ¢ L1 6 0o € € CI+HT6T  TIHHE6T TLHALOE TI+AL0E TIVALOE €
61 i 0o T ¢ I I 0o 0 0 CIHAT6T  CIHAT6T TL#A90E TI+AI0E TI+ANE ¢
€€ L1 0 L ¥I T 4! 0o L L EI+H9E'T  EI+HSHT SI+H6YT €l+d6'T €I+E6YT 1
d/VEOW II-'VOSN oSN .VM "M _d/VHOW IFVOSN 3SInd .VM ‘AM _d/VEOW IFVOSN oSInd  .VM M

aol 103ed1pUL-3 AH ‘sup

8.5. Experimental Results

‘padIew a1e (JO] PUe I03edIPUL-3 0] SSN[RA }SIMO] S}
pue AH 9y} 10J sanjea 3saySny o], *9sed XON-L1.I Y} JO 9DUL)SUT [ord UI SJU0Ij 03a1eJ Y} JO S103edTpur Ajfeny) :§'g 414V,



112 Chapter 8. Robust Biobjective Shortest Path Problem

i2 3 4 5 6 7 8 9 10 11 1 k : 5 16 17 1 ‘ J } ! ! J 3 J

=}
S

<
o

Percentage of optimal pareto set
hypervolume indicator (%)
5 g

0

12 13 14 15
Instances

18 19 20 21 22 25 26 27 28

I woijkstra [l WA* [l Pulse [l NSGA-II [l MOEAD

FIGURE 8.9: Percentage of the HV indicator of the approxi-
mated optimal Pareto set for the execution of each algorithm
in every instance of the problem with NOy as pollutant.
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There are no differences between WDijkstra and WA™ in these two qual-
ity indicators. However, in the IGD, there are differences in some cases. Al-
though WA* improved the number of solutions in nine scenarios, the metric
is only improved in three of them. This result suggests that despite good
approximations being obtained, there may still be regions in which there are
supported solutions that have not been found. Metaheuristics continue to
get the worst results.

8.5.2 Robustness Analysis

In this section, we analyze the degree of robustness of the solutions. Our
proposal differs from others because we offer a set of solutions (not only
one) with varying levels of quality and robustness in each objective (TT and
gas emission). The final user could choose which solution to apply among
all optimal solutions provided by us. As an example, Figure 8.11 shows the
Pareto front of instance 13 optimized for TT and CO,. The colors represent
the different algorithms used in this study, and the size of the boxes represent



113

8.5. Experimental Results

‘A[oA1309dSaI1 “UOTISSTWD ()0 PUE W) [9ARI} Y} I0J UOHRIASP pIepue)s ayj st sarenbs
3y} JO UOTSUSWIP 3], "WLIOS[e yoes 9y} Aq punoj {OD-L.[ I0J ¢ ddue)sur jo syuoiy ojareJ pajewrxorddy :11°g 3MnOI

uonnjjod
00000€ 000522 000052
AT LETD
- s = P
o I T L - o I w - L0091
e e TR . S s &
T USRS Y e e
..... a. b wll
.......... W
...... - R |OON _1
E

Q/VIOWN = [IFVOSN '+ 8sind [= WM v easyiam |-|

awi|



114 Chapter 8. Robust Biobjective Shortest Path Problem

the robustness of a solution (its standard deviation). Each solution is repre-
sented by a box which is centered in the mean CO, emission and travel time,
and its width and height are the standard deviation for CO, emission and
travel time, respectively. Thus, a very robust solution has a small box, while
a large box indicates that the solution quality has a large variability in their
objectives (TT or COy).

We can observe that a large portion of the solutions (obtained by Pulse)
is in the concave region of the front. WDijkstra and WA™ algorithms cannot
find these solutions. It can also be seen how the solutions that in a non-
robust version would be dominated have a smaller variance (smaller box) in
the objectives. On the other hand, NSGA-II and MOEA /D do not reach the
level of quality of the deterministic algorithms, obtaining solutions very far
from the Pareto front.

The variation in the objectives between the most and least robust solu-
tions is slight in most cases. But this does not mean that robustness does not
have to be considered because the box area is not the same size. Also, there
is a subset whose size is smaller in each front, i.e., a more robust solution.

Now, we analyze in more depth the Pareto fronts obtained by Pulse. In
most cases, the variation in the objectives between the most and least robust
solutions is small. But this does not mean that robustness does not have to
be taken into account because the box area is not the same size. Also, there is
a subset whose size is smaller in each front, which means a more robust so-
lution. Figure 8.12 shows the variance of the pollution gases, CO, and NOy,
and TT among the different solutions in the Pareto front. We can see that the
TT has a smaller variation than the CO,, being especially small in some of the
instances, which slightly increases the user’s travel times greatly reduces the
levels of CO, emitted. This makes us very optimistic with our model, as it is
interesting to explore solutions with low variation in objectives. However, as
in instance 29, the variance changes a lot between the solutions, so there are
cases in which TT is greatly affected by the chosen route. In the case of NOy,
it is observed that the variances are lower than in the case of CO,. More ro-
bust solutions are obtained if NOy is used as a pollutant gas. But, in general,
more extreme solutions are observed compared to the CO, case.

8.5.3 Weights Analysis

The difference between the number of total weight combinations (625) and
different efficient solutions (a few tens) found by the algorithms WDijkstra
and WA* opens the possibility of studying which weights return the same
solutions. Discovering these relationships between weights and fitness can
help us to reduce the computation times of this strategy and allows us to
discard weight combinations very quickly.

Formally, a supported non-dominated solution in the Pareto front is as-
sociated to a polytope in the weights space, e.g., a set of weights values that
return the same solution in the optimization process. We only need a single
weight combination in the interior of each polytope to get the whole set of
supported solutions associated with that polytope.
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FIGURE 8.12: Variances of each objective in relation to the mean
for each instance in the Pulse algorithm.

We will analyze one of the instances as an example. Figure 8.13 shows
the different weights combinations in a single instance. In the plot, the colors
indicate a specific solution obtained with the weight combination. Several
boxes with the same color form a set of combinations of weights that generate
the same solution. There is a pattern in the colored grids. When w3 > 0.0001,
the number of solutions found is considerably limited. This weight has a
large influence on the exploration of the region where most of the supported
solutions are located. Using two values for w3 could make us reduce the
computational time. Weights wy, w; and w; do not have a direct influence
in the supported solutions explored (as w3 has): varying these three weights
many polytopes defining different supported solutions are reached.

These results confirm our idea of reducing execution times by analyz-
ing the weights. In our experimentation this would suppose a reduction of
98.47 %. We think that these patterns in the relationship between the weights
and the solutions can be calculated from the characteristics of the problem
(map and start and end points), but we defer this issue to future work.
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Start: 30159, End: 8481
w3: 0 w3: 0.25 w3: 0.5 w3: 0.75 w3: 1

| |
0 025 05 0.75 1 0 025 05 0.75 1 0 025 05 075 1 0 025 05 075 1 0 025 05 0.75 1
w0

FIGURE 8.13: Weight combinations to obtain each supported
solution (different colour) in the instance number 6 optimized
for TT and CO..

8.6 Related Work

We review in this section some works related to the main topic of this re-
search. Starting with the concept of robustness, Jin and Branke (2005) defines
it as the desirable characteristic of taking into account the uncertainties in
different sources of information (parameters, data, etc.). One way of looking
at robustness is considering the inaccuracies in the parameters of the prob-
lem that come from multiple sources, such as approximate data or incorrect
sensor measures. Usually, the inaccuracies can be defined in different ways:

* The parameter p can have values from a finite and defined set of val-
ues p € S = {s1,s2,...,5,}. Each element in the set is called a sce-
nario (Kuhn et al., 2016).

* The parameters can take values from an infinite set, e.g., real numbers,
p € [a,b]. Because the techniques for solving them are often similar,
this group also includes probabilistic functions and confidence inter-
vals (Ehrgott, Ide, and Schobel, 2014; Gabrel, Murat, and Thiele, 2014;
Gong, Qin, and Sun, 2011), among others.

The type of values in the parameters directly implies the chosen model of
robustness and the techniques to solve the robust problem. Our proposal is
included in the second definition of inaccuracies in the parameters.

There are several surveys that analyze distinct aspects of robustness. An
overview of the whole paradigm of robustness is described in the survey of
Gabrel, Murat, and Thiele (2014). This article defines and lists most of the
scientific works done in robust optimization (in its general meaning) in the
last years. Ide and Schobel (2016) present a classification of different types of
robust problems is presented. The robust solutions are classified according
to the number of scenarios in which the solution is optimal. In this way,
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one solution is more robust than another when it is the optimal solution in
a larger number of scenarios. But, it is not always possible to have well-
defined scenarios. Moreover, not all scenarios are the same or have the same
relevance. In this taxonomy, the minmax strategy is adapted for each kind
of robustness. The minmax strategy (Kjeldsen, 2001) tries to minimize the
following expression:

min max f;(x) (8.6)
where S is the set of scenarios, X the solution space, and f;(x) the objective
function in the scenario s. The solution x is an upper bound for all the scenar-
ios. Because of this, it is very common to use the minmax strategy when solv-
ing the shortest path problem with scenarios (Pascoal and Resende, 2015).
However, minmax fairly considers usual and unusual scenarios. In many
cases, users may prefer to lose a bit of robustness in exchange of a significant
improvement in the quality of the solution.

If the robustness cannot be modeled in a discrete way, a range of possi-
bilities opens up: fuzzy logic (Keshavarz and Khorram, 2009), random delay
variables (Cheng, Lisser, and Letournel, 2013), confidence intervals (Gong,
Sun, and Ji, 2013; Gong, Sun, and Miao, 2018; Hasuike, 2013; Sun et al., 2018),
probabilistic distributions (Chassein and Goerigk, 2015), etc. The minmax
strategy can also be applied when the data can change in a defined interval
[a, b]. This limitation in the decision variables can be used by a minmax strat-
egy to minimize the worst case (upper bound of each interval) scenario, as
done in (Hazir, Erel, and Giinalay, 2011; Raith et al., 2018).

Besides saying whether a solution is robust or not, a certain degree or
level of robustness could be given to a single solution. According to the clas-
sification that is presented in (Kuhn et al., 2016), we can assign a level of
robustness to a solution, i.e., each robust definition of a problem have an as-
sociated level of robustness for its solutions. A common way to measure the
robustness is by a confidence ratio (Mirjalili, Lewis, and Mostaghim, 2015),
a.k.a. radius of robustness (Goberna et al., 2015). It defines a region in the pa-
rameters space where the parameters can move for a given solution without
changing the objective values more than a predefined amount. The radius
defines the degree of robustness: (i) if the radius is small, the solver will give
us a solution specific to these parameters; (ii) if it is large, the solver gave us a
more robust solution. In the first case (less robust solution), the solution will
have better fitness value than in the second case.

Some authors as Ehrgott, Ide, and Schobel (2014) or Kuhn et al. (2016)
have done works in robust optimization from a theoretical point of view.
Ehrgott, Ide, and Schobel (2014) classify robust solutions according to criteria
of dominance between solutions. To solve the problem, they propose three
approaches based on weighted sum scalarization, e-constraint scalarization,
and objective-wise worst case. Kuhn et al. (2016) present a classification of
the different degrees of robustness of a single solution according to the num-
ber of scenarios in which it is efficient. However, they only take into account
the uncertainty in one of the objectives, while we consider the two objectives
with the same uncertainty criteria. They also present an algorithm based on
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the two-phase method to obtain the Pareto set of efficient solutions from the
set of robust solutions that are not dominated by any other solution in the
whole set of solutions.

In general, the state-of-the-art in the field of robustness is treated in very
different ways. These approaches have in common that they offer a single
robust solution. In contrast, our proposal gives a set of solutions that is cal-
culated by computing the variance in all the objectives.

8.7 Conclusions

In this chapter, we presented a new robust model to deal with the uncer-
tainty in the parameters of a problem in smart cities: the biobjective shortest
path problem. We have proposed a new model for the robust biobjective
shortest path problem based on multiobjective optimization. We optimized
simultaneously the mean and the variance of the costs of the routes. We have
selected parameters of interest to citizens for the costs of the edges: travel
times and gas emission (CO, and NOy). To test our proposal, we used real
data and different algorithms: Dijkstra, A*, Pulse, NSGA-II, and MOEA /D.

We measure the degree of robustness of each solution by its variance in
the objective space. We check that if we consider the robustness, we can ob-
tain more robust solutions at the expense of a minimal penalty in the quality
of the solutions.

We check that not only the mean values of the objectives are opposed but
also the variances. This result is significant when we want to implement the
robustness model in a final application. It is interesting to choose a path with
little variability and make an order of priority in optimizing the objectives.
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Chapter 9

Conclusions

In this thesis, different problems related to Smart Mobility have been ad-
dressed. Realistic data has been prioritized instead of working with synthetic
data and unrealistic maps. In particular, many Open Data sources and a real
scenario have been used for the experimentation carried out. In this line, in-
stead of comparing ourselves with academic benchmarks, we have used the
city of Malaga in the south of Spain. This city is simultaneously the scenario
and a competitor for our solutions. Overall, we have achieved remarkable
realism in our modeling and problems, offering solutions that can be imple-
mented in the city.

On the other hand, the importance of placing sustainability in the focus of
our research has become apparent. Reducing emissions has been a constant
in most of the problems addressed. It has been possible to improve traffic,
generate fewer emissions, and have more fluid traffic, thus reducing travel
times and fuel consumption.

In addition to working with fuel-powered vehicles, we have dealt with
problems of means of transportation that have gained popularity in recent
years. Bicycles have become the number one vehicle in sustainability, and
bicycle-sharing services have become very popular. On the other hand, elec-
tric vehicles are becoming more and more accessible in terms of price and
performance for citizens. These forms of green mobility require specific in-
frastructures. In contrast to other works that deal with the placement of bi-
cycle or vehicle charging stations from an industrial perspective, we offer
a more social vision. We bring these stations closer to potential customers
using different metaheuristics. We even simultaneously optimize the instal-
lation costs and the quality of service of electric car charging stations.

Another critical aspect of realism has been to include the robustness fea-
ture in several of our problems. We cannot make mistakes to obtain adapted
and valuable solutions for citizens, so we offer stable routes for road traffic
or improve the traffic lights so that a good traffic flow is obtained whatever
the number of vehicles.

Finally, we can conclude that Open Data allows us to provide adaptable
solutions to the needs of cities. Considering environmental and social aspects
in our research is possible thanks to Open Data. Although there is still much
work to be done in this line, this thesis serves as a precedent for future work
that delves into sustainability in Smart Mobility and other areas of society.
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Chapter 10

Future work

To conclude this thesis, different lines of future work will be presented. Each
of the problems will be analyzed individually. In addition, some global ideas
will be given to further developing this line of research.

In the problem of optimizing traffic lights programs, we present a hy-
bridization between IRACE (Lopez-Ibafiez et al., 2016) and evolutionary al-
gorithms. A natural step in this line of research is to consider other algo-
rithms and operators that have proven to be effective in numerical optimiza-
tion problems for hybridization with IRACE. Our best results are computed
by IRACE+DE, which encompasses the canonical version of DE. Thus, we
test other well-known variants such as JADE (Zhang and Sanderson, 2009).
Although preliminary experiments hybridizing IRACE with JADE, did not
improve the results over the IRACE+DE proposed in this thesis, we plan to
perform a deeper analysis of IRACE+JADE to extract any insights about the
behavior of the new hybrid algorithms. Also, we do not want to limit the
developed hybrid algorithms to this problem. We plan to test our hybrid
algorithms on other black-box numerical optimization problems under un-
certainty to validate our results further and check the advantages and disad-
vantages of this solver.

When dealing with problems with a large number of vehicles, such as the
optimal proportions of goods vehicles, there are multiple objectives to con-
sider. Noise is one traffic phenomenon that affects the population, including
their health. It would be interesting to include, in addition to the economic
(travel times and fuel consumption) and environmental objectives, noise as
a fourth objective to be reduced. This will imply a four-objectives analysis
which will also lead us to test other (Many-objective) solvers to improve the
running time of the algorithm and its results.

This thesis presents two problems of infrastructure location for ecological
and current urban transport: bicycle stations and charging stations for elec-
tric vehicles. For bicycle stations, we want to extend the model to include
even more real-world information such as the morphology of the city (hills
and slopes), types of roads, number of slots per station and the importance
of specific points of interest, as hospitals, schools, shopping centers, etc.

Another future work would be to expand our model with other parts of a
commercial system, such as transporting bicycles from one station to another
to balance the load or studies of taxes and economic impact on citizens. In-
cluding socio-economic information would be interesting to bring this type
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of transport closer to the population sectors that may make greater use, such
as neighborhoods with a more significant number of young people.

Besides, we would like to add even more operators to each algorithm. De-
signing operators that consider the geographical distribution of the stations
could be a step forward in this line of research. And perform a more exhaus-
tive analysis of the impact of the operators, specifically the local searches, on
the global performance.

On the other hand, in the case of charging stations for electric vehicles,
one of the main lines for future work is related to evaluating exact approaches
such Integer Linear Programming variations to address this multiobjective
optimization problem. We have already worked on using Integer Linear Pro-
gramming to solve a single-objective version of this problem (Risso et al.,
2022). Despite the increase in the number of variables to consider, we believe
that with some debugging and filtering of the data, it may be possible to use
exact solvers such as CPLEX (Cplex, 2009) to solve the multiobjective ver-
sion. In this line, we also want to study the point at which the exact results
give us solutions in a time suitable for use in a commercial application. From
that point on, metaheuristics can still give us good results, so we plan to test
different algorithms and operators and combine both strategies.

Also, it will be interesting to increase the realism of the model (as in the
bicycle station problem) by considering general citizen’s mobility behavior,
the location of points of interest or the vehicle fleet.

Exciting future work is to associate charging stations with different elec-
trical substations. These new decision variables would directly impact the
city’s power grid. The free association between charging stations and electri-
cal substations would allow us to better balance electricity consumption, for
example, by allowing a more significant number of charging stations in the
same area without the power grid suffering.

The last problem presented is the routing of vehicles. It would be interest-
ing as future research to include more realism in our model, including traffic
light information. In this line, it would be interesting to analyze how the
certainty of the traffic light plans would affect our robustness model. Our
model is also open to adding new objectives, like the monetary cost of the
routes (including fees of toll stations), other pollutants, noise, etc. or the use
by electric vehicles.

In a different line of work, we want to analyze how to select the weights
for solving the multiobjective problem using single-objective algorithms and
a weighted sum of objectives. We think it is possible to use the graph to select
the most appropriate weight combinations.

All these problems have been tested in Malaga. Using an actual city has
allowed us to test our contributions with a medium-sized European city.
It would be interesting to experiment with other cities with different sizes,
small and large ones, and layouts (e.g., New York with its square blocks).

Finally, the ultimate goal is to integrate all the services developed. Being
able to design new neighborhoods, improve disadvantaged areas or make
the city more adaptable are some of the goals we can achieve by integrating
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all services. In addition, we cannot forget environmental needs. Without gen-
erating polluting gases and using renewable energy sources, our future must
make our cities 100% sustainable. Therefore, after this thesis, we will not
stop working in this line, generating research and solutions that contribute
to improving the environment and people’s lives.
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Appendix A

List of Publications Supporting the
Doctoral Thesis

This appendix presents the set of papers that have been published as a result
of the research developed throughout this doctoral thesis. These publica-
tions endorse this doctoral thesis’s interest, validity, and contributions in the
literature since these works have been published in prestigious forums and,
therefore, have been subjected to review processes.

Indexed Journals

Cintrano, C, F Chicano, and E Alba (2019). “Facing robustness as a multi-
objective problem: A bi-objective shortest path problem in smart regions”.
In: Information Sciences 503, pp. 255-273.

— (2020). “Using metaheuristics for the location of bicycle stations”. In: Ex-
pert Systems with Applications 161, p. 113684.

Cintrano, Christian, Javier Ferrer, Manuel Lépez-Ibdfiez, and Enrique Alba
(to appear). “Hybridization of Evolutionary Operators with Elitist Iter-
ated Racing for the Simulation Optimization of Traffic Lights Programs”.
In: Evolutionary Computation.

International Scientific Congresses and Workshops

Cintrano, Christian, Francisco Chicano, and Enrique Alba (2017). “Robust Bi-
objective Shortest Path Problem in Real Road Networks”. In: International
Conference on Smart Cities. Springer, Cham, pp. 128-136.

Cintrano, Christian, Javier Ferrer, and Enrique Alba (2020). “Intelligent Sys-
tem for the Reduction of Injuries in Archery”. In: International Conference
on Optimization and Learning. Springer, pp. 128-137.

Cintrano, Christian, Javier Ferrer, Manuel Lépez-Ibdfiez, and Enrique Alba
(2021a). “Hybridization of Racing Methods with Evolutionary Operators
for Simulation Optimization of Traffic Lights Programs”. In: European
Conference on Evolutionary Computation in Combinatorial Optimization (Part
of EvoStar). Springer, pp. 17-33.

Cintrano, Christian, Daniel H Stolfi, Jamal Toutouh, Francisco Chicano, and
Enrique Alba (2016). “CTPATH: a real world system to enable green trans-
portation by optimizing environmentaly friendly routing paths”. In: In-
ternational Conference on Smart Cities. Springer International Publishing,
pp- 63-75.
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Cintrano, Christian and Jamal Toutouh (2022). “Multiobjective electric vehi-
cle charging station locations in a city scale area: Malaga study case”. In:
International Conference on the Applications of Evolutionary Computation (Part
of EvoStar 2022). Springer.

Cintrano, Christian, Jamal Toutouh, and Sergio Nesmachnow (2021). “User-
centric multiobjective location of electric vehicle charging stations in
a city-scale area”. In: 2021 Ivannikov Ispras Open Conference (ISPRAS),
pp- 89-95.

Risso, Claudio, Christian Cintrano, Jamal Toutouh, and Sergio Nesmachnow
(2022). “Exact Approach for Electric Vehicle Charging Infrastructure Lo-
cation: A Real Case Study in Malaga, Spain”. In: Smart Cities. Ed. by Sergio
Nesmachnow and Luis Herndndez Callejo. Cham: Springer International
Publishing, pp. 42-57. 1SBN: 978-3-030-96753-6.

Stolfi, Daniel H, Christian Cintrano, Francisco Chicano, and Enrique Alba
(2018b). “Natural evolution tells us how to best make goods delivery: use
vans”. In: Proceedings of the Genetic and Evolutionary Computation Conference
Companion. ACM, pp. 308-309.

Toutouh, Jamal, Irene Lebrusan, and Christian Cintrano (2022). “Using Open
Data to Analyze Public Bus Service from an Age Perspective: Melilla
Case”. In: Smart Cities. Ed. by Sergio Nesmachnow and Luis Herndndez
Callejo. Cham: Springer International Publishing, pp. 223-239. 1ISBN: 978-
3-030-96753-6.

Spanish Conferences

Cintrano, Christian and Enrique Alba (2016). “Genetic Algorithms Running
into Portable Devices: A First Approach”. In: Conference of the Spanish As-
sociation for Artificial Intelligence. Springer, pp. 383-393.

Cintrano, Christian, Francisco Chicano, Thomas Stiitzle, and Enrique Alba
(2018). “Studying Solutions of the p-Median Problem for the Location of
Public Bike Stations”. In: Conference of the Spanish Association for Artificial
Intelligence. Springer, pp. 198-208.

Cintrano, Christian, José Angel Morell, Enrique Alba, Jamal Toutouh, and
Enrique Alba (2021b). “Estudio de la calidad de servicio de autobuses
empleando datos abiertos: caso de Melilla”. In: Conference of the Spanish
Association for Artificial Intelligence, pp. 968-973.

Cintrano, Christian, Jamal Toutouh, and Enrique Alba (2021b). “Citizen cen-
tric optimal electric vehicle charging stations locations in a full city: case
of Malaga”. In: Conference of the Spanish Association for Artificial Intelligence.
Springer, pp. 247-257.

Stolfi, Daniel H, Christian Cintrano, Francisco Chicano, and Enrique Alba
(2018a). “An Intelligent Advisor for City Traffic Policies”. In: Conference of
the Spanish Association for Artificial Intelligence. Springer, pp. 383-393.
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Appendix B

Replicability, Reproducibility, and
New Open Data

Research is a living entity. Science is continually being improved, challenged,
hypotheses are accepted and refuted, new research lines appear, etc. A cor-
rect contribution to science must provide the necessary mechanisms to com-
pare and even replicate research results. In this thesis, replicability is es-
sential, so in this appendix, we will describe the different repositories, data
sources, and computational details used.

B.1 Hardware platform

The computation platform used in the thesis is composed of a cluster of 144
cores, equipped with three Intel Xeon CPU (E5-2670 v3) at 2.30 GHz and
64 GB memory. The cluster is managed by HTCondor 8.2.7, which allows us
to perform parallel independent runs to reduce the overall execution time.

B.2 Problems

B.2.1 Traffic Lights Programs

Programming language GA and DE are implemented in Java using jMetal
5.0 (Nebro, Durillo, and Vergne, 2015). IRACE and the hybrids are im-
plemented in R. We used IRACE version 2.3 as the baseline (Available at
https://cran.r-project.org/package=irace).

Source code https://github.com/NEO-Research-Group/irace-ea

Operating system Ubuntu 20.04 LTE.

B.2.2 Allocation of Bicycles Stations
Programming language C++ compiled with flags -std=c++11 and -03.
Source code https://github.com/cintrano/p-median

Operating system Ubuntu 20.04 LTE.


https://cran.r-project.org/package=irace
https://github.com/NEO-Research-Group/irace-ea
https://github.com/cintrano/p-median
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Data sources We used the TSPLIB library http://comopt.ifi.uni-
heidelberg.de/software/TSPLIB95/tsp/ for the tunning of the
algorithms.

Execution parameters We have carried out 30 runs of each algorithm to sta-
tistically compare the results obtained. The algorithms were run for 60
CPU seconds and reports the best solution found in each of the runs.

B.2.3 Electric Vehicle Charging Station Location

Programming language Python 3.8 using the library DEAP (De Rainville et
al., 2014) to develop the metaheuristic algorithms.

Source code https://github.com/cintrano/EV-CSL
Operating system Ubuntu 20.04 LTE.

Execution parameters We perform 30 independent runs of each algorithm.

B.2.4 Biobjective Shortest Path Problem

Programming language Java 7.

Source code https://github.com/cintrano/Robust-shortest-path
Operating system Ubuntu 16.04 LTE.

Data sources The map and instances can be found in http://
christiancintrano.com/research/RBSPproblem/RBSPproblem.html

Execution parameters We perform 29 independent executions of each meta-
heuristic algorithm.


http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/tsp/
http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/tsp/
https://github.com/cintrano/EV-CSL
https://github.com/cintrano/Robust-shortest-path
http://christiancintrano.com/research/RBSPproblem/RBSPproblem.html
http://christiancintrano.com/research/RBSPproblem/RBSPproblem.html
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Appendix C

Programming Languages and
Libraries

One of the main positive points of this thesis is using different programming
languages. This appendix will briefly review the different programming lan-
guages used during the thesis and the most relevant libraries and packages.
All the source codes used in this doctoral thesis can be found in the following
repository: https://github.com/cintrano.

C.1 Programming Languages

In this PhD thesis, different algorithms and applications have been devel-
oped. One of the remarkable aspects of the thesis is the use of multiple pro-
gramming languages. The use of several programming languages allowed us
to obtain high-performance, adaptable, and fast prototyping/development
software parts. The programming languages chosen were the following;:

¢ Java: https://www.java.com/es/
e C++: https://www.cplusplus.com/
¢ Python: https://www.python.org/

® R:https://www.r-project.org/

C.2 Libraries and Packages

The following describes the most relevant software libraries used in the dif-
ferent software artifacts developed in the thesis:

C.2.1 DEAP

DEAP is a framework developed in Python for the design and use of evolu-
tionary algorithms. It is similar to jMetal. The documentation of the frame-
work can be found in https://deap.readthedocs.io/en/master/.


https://github.com/cintrano
https://www.java.com/es/
https://www.cplusplus.com/
https://www.python.org/
https://www.r-project.org/
https://deap.readthedocs.io/en/master/
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C.2.2 Irace

The IRACE package developed by Lopez-Ibafiez et al. (2016) is a well-known
tool for automatic (hyper-)parameter configuration of optimization and ma-
chine learning algorithms. In the context of automatic parameter configu-
ration, decision variables correspond to algorithmic parameters, candidate
solutions correspond to potential configurations of an algorithm, and evalu-
ating the fitness of a solution requires running the algorithm with a particu-
lar parameter configuration on multiple training data or problem instances.
However, IRACE can be seen as an optimization method for mixed-integer
black-box problem under uncertainty, and, hence, it may be used to tackle
simulation-optimization problems.

Algorithm 13 briefly presents IRACE. Initially, a set of solutions are sam-
pled uniformly at random. Then a race is performed to identify the best
solutions among the initial set. Each solution is simulated multiple times in
different scenarios within a race until there is enough evidence to eliminate
it because it is performing worse than the best solution found so far. The
race stops once a minimum number of solutions remains alive in the race,
the budget assigned to the race is exhausted, or multiple elimination tests
fail to eliminate any solution. The solutions that remain alive after the race
are called elite. These elite solutions are used to update a sampling model,
similar to reinforcement learning, which generates new solutions. New and
elite solutions together form a new population that is raced again. In elitist
racing, results from previous races are re-used in subsequent races, and elite
solutions cannot be eliminated from the race until the contender has been
evaluated in as many scenarios as the elite solution. This process is iterated
until a maximum budget of simulations is exhausted. The main benefit of the
racing strategy is that poor solutions are discarded quickly to avoid wasting
simulations. In contrast, good solutions are simulated in many scenarios to
estimate their fitness well. Moreover, the elimination test considers the mean
value over multiple simulations and the variance and the number of simula-
tions performed so far.

Algorithm 13 Pseudocode of IRACE
Input: Training and testing traffic scenarios.
Output: Best solution found.
b1
®; < SampleUniformRandomPopulation
©clite « Race(®y)
while evals < totalEvals do

t—t+1

M <+ Update(@¢lite)

O"W <~ Sample(M)

©; + OV @elite

©clite + Race(®;)
end while
. Output: best solution from @¢lite

[ —
_= O
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C.2.3 JMetal

JMetal (Nebro, Durillo, and Vergne, 2015) is one of the most popular libraries
for developing evolutionary algorithms. It is written in Java, although there
are versions for Python and C++. One of its main advantages lies in the
possibility of using algorithms (single and multiobjective), operators, and
even problems on which to develop our contributions. The source code of the
standard operators used here is publicly available at https://github.com/
jMetal/jMetal.

C.2.4 Open Street Maps

Open Street Maps (OpenStreetMap contributors, 2017) is a geographic map-
ping platform very popular in both the academic and business world. It is
based on open source and has a community of thousands of users who are
responsible for maintaining and updating all geographic data. Open Street
Map offers a multitude of data such as: type of road, length of the street,
types of intersections, etc.

In this thesis, we have used Open Street Map as another source of Open
Data. In particular, we have extracted the necessary information in each of
the works carried out. The transformation of the data sets allowed us, among
other benefits, to work in different programming languages. In addition, and
as an added value of this thesis, it allowed us to create reusable datasets, thus
contributing to the reproducibility of the experimentation performed.

C.25 SUMO

Simulator of Urban Mobility (SUMO) (Behrisch et al., 2011; Krajzewicz et al.,
2012a) is a microscopic road traffic simulator that provides detailed informa-
tion about vehicles like velocity, fuel consumption, emissions, journey time,
waiting time, etc. It is developed by the German Aerospace Center'. The
study of realistic scenarios according to real patterns of mobility of the target

city is possible due to the fine-grained realistic micro-simulations provided
by SUMO. In this thesis, the version of SUMO used was the 0.22.

http:/ /dlr.de/ts/sumo


https://github.com/jMetal/jMetal
https://github.com/jMetal/jMetal
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