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Preface

This volume contains the papers emerged from the Ninth Brainstorming Week on
Membrane Computing (BWMC), held in Sevilla, from January 31 to February 4,
2011, in the organization of the Research Group on Natural Computing from the
Department, of Computer Science and Artificial Intelligence of Sevilla University.
The first edition of BWMC was organized at the beginning of February 2003 in
Rovira i Virgili University, Tarragona, and the next seven editions took place in
Sevilla at the beginning of February 2004, 2005, 2006, 2007, 2008, 2009, and 2010,
respectively.

In the style of previous meetings in this series, the ninth BWMC was conceived
as a period of active interaction among the participants, with the emphasis on
exchanging ideas and on cooperation. Interesting enough, both the number of
presentations and the number of participants have continuously increased in the
last years. (The list of the participants is given in the end of this preface.) However,
in the style of the of this series of meeting, these presentations were “provocative”,
mainly proposing new ideas, open problems, research topics, results which need
further improvements. The efficiency of this type of meetings was again proved to
be very high and the present volume proves this assertion.

The papers included in this volume, arranged in the alphabetic order of the au-
thors, were collected in the form available at a short time after the brainstorming;
several of them are still under elaboration. The idea is that the proceedings are a
working instrument, part of the interaction started during the stay of authors in
Sevilla, meant to make possible a further cooperation, this time having a written
support.

A selection of the papers from this volume will be considered for publication in
a special issues of International Journal of Natural Computing Research. After the
first BWMC, a special issue of Natural Computing — volume 2, number 3, 2003,
and a special issue of New Generation Computing — volume 22, number 4, 2004,
were published; papers from the second BWMC have appeared in a special issue
of Journal of Universal Computer Science — volume 10, number 5, 2004, as well
as in a special issue of Soft Computing — volume 9, number 5, 2005; a selection
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of papers written during the third BWMC have appeared in a special issue of
International Journal of Foundations of Computer Science — volume 17, number
1, 2006; after the fourth BWMC a special issue of Theoretical Computer Science
was edited — volume 372, numbers 2-3, 2007; after the fifth edition, a special is-
sue of International Journal of Unconventional Computing was edited — volume 5,
number 5, 2009; a selection of papers elaborated during the sixth BWMC has ap-
peared in a special issue of Fundamenta Informaticae — volume 87, number 1, 2008;
after the seventh BWMC, a special issue of International Journal of Computers,
Control and Communication was published — volume 4, number 3, 2009; finally, a
selection of papers elaborated during the eight BWMC was published as a special
issue of Romanian Journal of Information Science and Technology (published by
the Romanian Academy) — volume 13, number 2, 2010. Other papers elaborated
during the ninth BWMC will be submitted to other journals or to suitable confer-
ences. The reader interested in the final version of these papers is advised to check
the current bibliography of membrane computing available in the domain website
http://ppage.psystems.eu.

Kk %

The list of participants as well as their email addresses are given below, with
the aim of facilitating the further communication and interaction:

1. Arroyo Montoro Fernando, Polytechnical University of Madrid, Spain,
farroyo@eui.upm.es

2. Campora Pérez Daniel Hugo, University of Sevilla, Spain
danielcampora@gmail.com

3. Carmona Pirez Jonds, Andalusian Center of Development in Biology CABD-
CSIC, Seville, Spain
jcarpir@upo.es

4. Carnero Iglesias Javier, University of Sevilla, Spain
javier@carnero.net

5. Cecilia Canales José Maria, University of Murcia, Spain
chema@ditec.um.es

6. Cavaliere Matteo, Spanish National Biotechnology Centre, Madrid, Spain
mcavaliere@cnb.csic.es

7. Cienciala Ludek, Silesian University, Opava, Czech Republic
ludek.cienciala@fpf.slu.cz

8. Ciencialova Lucie, Silesian University, Opava, Czech Republic
lucie.ciencialova@fpf.slu.cz

9. Csuhaj-Varju Erzsébet, Hungarian Academy of Sciences, Budapest, Hungary,
csuhaj@sztaki.hu

10. De-Vega-Rodriguez David, University of Sevilla, Spain,
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Asynchronous P Systems (Draft)

Tudor Baldnescu', Radu Nicolescu?, and Huiling Wu?

! Department of Computer Science, University of Pitesti,
Targu din Vale 1, 110040 Pitesti, Romania,
tudor_balanescu@yahoo.com

2 Department of Computer Science, University of Auckland,
Private Bag 92019, Auckland, New Zealand,
r.nicolescu@auckland.ac.nz, hwu065@aucklanduni.ac.nz

Summary. In this paper, we propose a new approach to fully asynchronous P sys-
tems, and a matching complexity measure, both inspired from the field of distributed
algorithms. We validate our approach by implementing several well-known distributed
depth-first search (DFS) and breadth-first search (BFS) algorithms. Empirical results
show that our P algorithms achieve a performance comparable to the standard versions.

Key words: P systems, synchronous, asynchronous, distributed, depth-first search,
breadth-first search

1 Introduction

P systems is bio-inspired computational model, based on the way in which chem-
icals interact and cross cell membranes, introduced by Paun [20]. The essential
specification of a P system includes a membrane structure, objects and rules.
Cells evolve by applying rules in a non-deterministic and (potentially maximally)
parallel manner. These characteristics make P systems a promising candidate as
a model for distributed and parallel computing.

The traditional P system model is synchronous, i.e. all cells evolution is con-
trolled by a single global clock. P systems with various asynchronous features have
been investigated by recent research, such as Casiraghi et al. [3], Cavaliere et al.
[6, 4, 5], Freund et al. [11], Gutiérrez et al. [12], Kleijn et al. [13], Pan et al. [18],
Yuan et al. [24]. Here we are looking for similar but simpler definitions, closer to
the definitions used in the field of distributed algorithms [14, 22], which will enable
us to consider essential distributed feature, such as fairness, safety, liveness and
possibly infinite executions. In our approach, algorithms are non-deterministic, not
necessarily constrained to return exactly the same result.

Fully asynchronous P systems are characterized by the absence of any system
clock, much less a global one; however, an outside observer may very well use a
clock to time the evolutions. Our approach does not require any change in the
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static descriptions of P systems, only their evolutions differ (i.e. the underlying
P engine works differently):

e Local rules execution takes zero time units (i.e. it occurs instantaneously).

e The message delay is unpredictable, so outgoing objects can arrive at the target
cell in any number of time units (after being sent).

For the purpose of time complezity, the time unit is chosen greater than any
message delay, i.e. the delay between sending and receiving a message is any real
number in the closed interval [0, 1].

This paper is organized as follows. Section 2 gives a definition of a simple
P module, as a unified model of various P systems. Section 3 presents asynchronous
P systems and discusses a standard set of time complexity measures. Section 4 and
Section 5 discuss several well-known distributed DFS and BFS algorithms and pro-
pose corresponding asynchronous P system implementations. Section 6 compares
the complexity of our asynchronous P system algorithms with the theoretical com-
plexity of distributed DFS and BFS algorithms. Finally, Section 7 summarizes our
work and highlights future work.

2 Preliminary

In this paper, we use simple P modules, an umbrella concept, which is general
enough to cover several basic P system families, with states, priorities, promoters
and duplex channels. For the full definition of P modules and modular composi-
tions, we refer readers to [10].

Essentially, a simple P module is a system, IT = (O, 01,09, ...,04,,d), where:

1. O is a finite non-empty alphabet of objects;
2. 01,...,0p are cells, of the form o; = (Q4, S50, Wi 0, Ri), 1 <i < n, where:
— @Q; is a finite set of states;
— 84,0 € Q; is the initial state;
—w; 0 € O is the initial multiset of objects;
— R, is a finite ordered set of rewriting/communication rules of the form:
sx —q 8 @' (y)s |z, where: s, € Qq, z,2',y,2 € O*, a € {min,mazx},

ﬁ € {Ta \Lv i}

3. § is a set of digraph arcs on {1,2,...,n}, without reflexive arcs, representing
duplex channels between cells.

The membrane structure is a digraph with duplex channels, so parents can send
messages to children and children to parents. Rules are prioritized and are applied
in weak priority order [19]. The general form of a rule, which transforms state s
to state s', is s * —4 8’ @' (y)p, |.. This rule consumes multiset x, and then (after
all applicable rules have consumed their left-hand objects) produces multiset 2/,
in the same cell (“here”). Also, it produces multiset y and sends it, by replication
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(“repl” mode), to all parents (“up”), to all children (“down”) or to all parents and
children (“up and down”), according to the target indicator 8 € {1,,1}.

We also use a targeted sending, 8 = 1;, |, {;, where j is either an arc label
or a cell ID. If j is an arc label, y is sent via the arc labelled j, provided that
it points, respectively, up (to a parent), down (to a child) or in any direction (to
either a parent or a child). If j is a cell ID of a structural neighbor, y is sent to
that neighbor j, provided that it lies, respectively, up (j is a parent), down (j is a
child) or in any direction (j is either a parent or a child); nothing is sent if cell j
is not a structural neighbor (we do not use teleportation). More about cell IDs in
a following paragraph.

a € {min,mazx} describes the rewriting mode. In the minimal mode, an ap-
plicable rule is applied once. In the mazimal mode, an applicable rule is used as
many times as possible and all rules with the same states s and s’ can be applied
in the maximally parallel manner. Finally, the optional z indicates a multiset of
promoters, which enable rules but are not consumed.

Note

The algorithms presented in this paper make full use of duplex channels and work
regardless of specific arc orientation. Therefore, to avoid superfluous details, the
structure of our sample P systems will be given as undirected graphs, with the
assumption that the results will be the same, regardless of actual arc orientation.

Extensions

In this article, we use an extended version of the basic P module framework,
described above. Specifically, we assume that each cell o; € K was “blessed” from
factory with a unique cell ID symbol ¢;, which is exclusively used as an immutable
promoter. We also allow high-level rules, with a simple form of complex symbols
and free variable matching.

To explain these additional features, consider, for example, rule 3.1 of algorithm
2: S35 a nj —nin S4 a (¢;) 5 |¢;. This rule uses complex symbols n; and ¢;, where
j and 7 are free variables, which, in principle, could match anything, but, in this
case, they will be only required to match cell IDs. Briefly, this rule, promoted by
t;, consumes one a and one n;, produces another a and sends down a ¢;, where 4
is the index of the current cell, to child j, if this child exists.

3 Asynchronous P Systems

In traditional P systems, a universal clock is assumed to control the application
of all rules, i.e. traditional P systems work synchronously, in lock-step. Practically,
such universal clock is unrealistic in many distributed computing applications,
where there is no such global clock and the communication delay is unpredictable.
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Thus, it is interesting to investigate P systems that work in the asynchronous
mode.

We define asynchronous P systems as follows. The rule format of asynchronous
P systems is the same as for synchronous P systems, i.e., s  —o s 2’ ()3, |2
However, we focus on typical distributed systems, where communications take
substantially longer than actual local computations, therefore we consider that
the message delay is totally unpredictable. In such systems, we assume that rules
are applied in zero time and each message arrives in its own time ¢, ¢ € [0,1].
Synchronous P systems are a special case of asynchronous P systems, where t =
1, for all evolutions. The runtime complexity of an asynchronous system is the
supremum over all possible executions. We typically assume that messages sent
over the same arc arrive in FIFO order (queue), or, as a possible extension—all
messages sent over the same arc eventually arrive, but in arbitrary order (multiset).

We illustrate these concepts by means of a basic algorithm, Echo [22], in two
distributed scenarios: (1) synchronous and (2) asynchronous, with a different (and
less expected) evolution. Essentially, the Echo algorithm starts from a source cell,
which broadcasts forward messages. These forward messages transitively reach
all cells and, at the end, are reflected back to the initial source. The forward
phase establishes a wirtual spanning tree and the return phase is supposed to
follow up its branches. The tree is only virtual, because it does not involve any
structural changes; instead, virtual child-parent links are established by way of
pointer objects.

Scenario 1 in Figure 1 assumes that all messages arrive in one time unit, i.e. in
the synchronous mode. The forward and return phases take the same time, i.e. D
time units each, where D is diameter of the undirected graph, G. Scenario 2 in
Figure 2 assumes that some messages travel much faster than others, which is
bad, but possible in asynchronous mode: ¢ = €, where 0 < ¢ < 1. In this case,
the forward and return phases take very different times, D and N — 1 time units,
respectively, where N is the number of nodes of the undirected graph, G. The
P system rules of the Echo algorithm are presented in Section 5.3.

\ /\\
@O EILD
() ©

Time Unit = 0 Time Unit = 1 Time Unit = 2 Time Unit = 3
() (b) (c) (d)

Fig. 1. Echo algorithm in synchronous mode—or in a “lucky” asynchronous mode, when
all messages are propagated with the same delay (1). Arcs with arrows indicate child-
parent arcs in the virtual spanning tree built by the algorithm. Thick arrows near arcs
indicate messages.
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Time Unit = € Tim Unit = 2¢ Time Unit = 3¢ Time Unit = 4e

Time Unit = 1 TIIDC Unlt =2 Time Unit = 3 Tlmc Unit = 4

(e) (2) (h)

Fig. 2. Echo algorithm in asynchronous mode—one possible “bad” execution, among
the many possible. Dotted thick arrows near arcs indicate messages still in transit.

4 Distributed Depth-First Search (DFS)

Depth-first search (DFS) and breadth-first search (BFS) are graph traversal al-
gorithms, which construct a DFS spanning tree and a BFS spanning tree, re-
spectively. Figure 3 shows the structure of a sample P system, II, based on an
“undirected” graph, GG, and one possible virtual DFS spanning tree, T. We use
quotation marks to indicate that G actually is a directed graph, but we do not
care about arc orientation. The spanning tree is virtual, as it is described by “soft”
pointer objects, not by “hard” structural arcs.

Fig. 3. P system Il based on an “undirected” graph and one possible virtual DFS

spanning tree. Thick arrows indicate virtual child-parent arcs in this tree, linked by
pointer objects.

DFS is a fundamental technique, inherently sequential, or so it appears. Several
distributed DFS algorithms have been proposed, which attempt to make DFS run
faster on distributed systems, such as the classical DFS [22], Awerbuch’s DFS
[1], Cidon’s DFS [7], Sharma et al’s DFS [21], Makki et al’s DFS [15], Sense of
Direction (SOD) DFS [22]. This is vast topic, which is impossible to present here
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at the required length. Therefore, we refer the reader to the original articles, or to
a fundamental text, which covers all these algorithms, [22].

Several articles have proposed various synchronous P algorithms for DFS.
Gutiérrez-Naranjo et al. proposed a DFS algorithm [12], using inhibitors to avoid
visiting already-visited neighbor cells. Dinneen et al. [8] proposed a P algorithm
to find disjoint paths in a digraph, using a distributed DFS strategy, which avoids
visiting already-visited cells by changing the state of visited cells [9]. Bernardini et
al. proposed a DFS algorithm in the P system synchronization problem [2]. This
approach uses an operator, mark,., to select one not-yet-visited cell, indicated by
a 0 polarity, and then mark the cell as visited, by changing the polarity to +. In
this case, the cell that performs a mark, operation, actually “knows” which child
cell has been visited or not, without any message exchanges. In fact, all above
mentioned P algorithms implement the classical DFS, which is discussed later in
Section 4.2.

In the following sections, we present asynchronous P system implementations
of the well-known distributed DFS algorithms, which leverage the parallel and
distributed characteristics of P systems.

4.1 Discovering Neighbors

All our distributed DFS and BFS P algorithms, except the SoD algorithm, can,
if needed, start with the same preliminary Phase I, in which cells discover their
neighbors, i.e. their local topology. Nicolescu et al. have developed P algorithms
to discover local topology and local neighbors [16, 9]. In this paper, we propose a
crisper algorithm, Algorithm 1, with fewer symbols.

Algorithm 1 (Discovering cell neighbors)

Input: All cells start in the same initial state, Sy, with the same set of rules.
Initially, each cell, o;, contains a cell ID object, ¢;, which is immutable and used
as a promoter. Additionally, the source cell, o, is decorated with one object a.

Output: All cells end in the same state, S3. On completion, each cell contains
the cell ID object, ¢;, and objects n;, pointing to their neighbors. The source cell,
0s, is still decorated with object a. Table 1 shows the neighborhoods of Figure 3,
computed by Algorithm 1, in three P steps.

Table 1. Partial Trace of Algorithm 1 for Figure 3.

Step# |01 o2 o3 o4 o5 o6
0 So t1a So 2 So 3 So L4 So 5 So L6
3 Sg Liananag S3 L2M1M3MN4g S3 L3N2MN4N5MN6 S3 LaMn1Mn2n3ns Sg L5MN3MN4Ne Sg LeMN3ns
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0. Rules in state Sy: 1 STy —min S2 (i) T .
1 So @ —nin S1 ay (2) 2 51 2 —pax 52
2 SO Z —’min Sl Y (Z)i

3 So 2 —vmax S1 2. Rules for state Ss:

1 S2 ~—’min 53
1. Rules in state Si: 2 55 2z —pax S3

In state Sy, the source cell, o, which is decorated by object a, broadcasts signal
z, to all cells, and enters state S;. Each cell receiving z produces one object y, and
changes to state S;. Superfluous signals z are discarded. Then, in state S, each
cell that has object ¥y, sends its own ID, which appears as subscript in complex
object n;, to all its neighbors. In state Ss, cells accumulate the received neighbor
objects, discard superfluous objects z, and enter Ss.

4.2 Classical DFS

The classical DFS algorithm is based on Tarry’s traversal algorithm, which tra-
verses all arcs sequentially, in both directions, using a visiting token [22]. Because
it traverses all arcs twice, serially, the classical DFS algorithm is not the most
efficient distributed DFS algorithm.

Algorithm 2 (Classical DFS)

Input: All cells start in the same quiescent state, S3, and with the same set of
rules. Each cell, o;, contains an immutable cell ID object, ¢;. All cells know their
neighbors, i.e. they have topological awareness, which are indicated by pointer
objects, n; (as built by Algorithm 1). The source cell, o, is additionally decorated
with one object, a, which triggers the search.

Output: All cells end in the same final state (S5). On completion, the cell IDs
are intact. Cell o, is still decorated with one a and all other cells contain DFS
spanning tree pointer objects, indicating predecessors, p;.

Table 2 shows one possible DF'S spanning tree, built by this algorithm, for the
P system II of Figure 3.

Table 2. Partial Trace of Algorithm 2 for Figure 3.

Step# |01 o2 o3 04 o5 6
0 Ss Liananag 53 L2M1M3MN4g S3 L3N2MN4N5N6 53 LaMn1M2Mn3Ns Sg L5MN3MN4Ne 53 LeN3Nns
19 Sg, Lia 55 LaP1 S{, L3P2 Ss LaPs Ss L5P3 Ss LePs
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3. Rules in state Ss: 1S4 ¢jnj —min Sa () 45 |

1 S5 an; —nin Sa a (¢;) 45 | 2 Sy Ny —rnin Sa (ci) dn |

2 S5 CjNiNEk —min Sy Dy (Cz) i L 3 Sy ZjPk —min S5 pr (Iz) Lk ‘Li
4. Rules for state Sj: 4 Sy xj —nin S

4.3 Awerbuch DFS

Awerbuch’s algorithm [1] and other more efficient algorithms improve time com-
plexity by having the visiting token traversing tree arcs only, all other arcs are
traversed in parallel, by auxiliary messages. Specifically, in Awerbuch’s algorithm,
when the node is visited for the first time, it notifies all neighbors that it has been
visited and waits until it receives all neighbors’ acknowledgments. After that, the
node can visit one of its unvisited neighbors. Thus, the node knows exactly which
of its neighbors have been visited and avoids visiting the already-visited neighbors,
which saves time.

Algorithm 3 (Awerbuch DFS)

Input: Same as in Algorithm 2.

Output: Similar to Algorithm 2, but the final state is S7. Also, cells may
contain “garbage” objects, which can be cleared, by using a few more steps.

Table 3 shows the resulting DFS spanning tree, for Figure 3. Table 16 from
Appendix A contains full traces for this algorithm, including the preliminary phase,
of Algorithm 1.

Table 3. Partial Trace of Algorithm 3 for Figure 3.

Step# |01 o2 o3 o4 o5 J6
0 S3 t1an2n4|S3 tan1n3na|S3 L3nanansne|Ss taninansns|S3 tsnanane|Ss tenans
24 S7 tia ... |S7 tep1 ... |S7 13p2 ... S7 taps ... S7 t5ps ... |S7Leps ...
3. Rules in state Ss: 6. Rules for state Sg:

1 S5 nj —nin S4 njm; 1 S6 wj —rnin S7 |b,

. 2 S¢ wjpk —rmin S7 WPk |y,

4. Rules in state Sy: 3 S6 bj —min S7

1 54 Uj —*min Sa Uj (bl) ij Li 4 Sg U;Mj —Pnin S Uj

2 54 Nj —min S5 n; (’Ul) 1 |‘1Li 5 Sg aMm; —Fpin S au; (Cit) J,j L

3 54 CjMjN; —rmin Ss DPj 6 Sg PLMj —Fnin S7 PrU;j (Cit) ij L

4 Sy Nj —7min Ss g (UZ) \Lj |tbi 7 Sg Pj —Pmin S7 Py (.’L‘J) i/j L

8 S6 t —min S7

5. Rules for state Ss:

1 S5 nj —nin Se njw; 7. Rules for state S7:



157 Wj —rmin S7 |bj
2 S7 wjpk —*nin S7 WPk
3 S7 Pk™Mj —min
S7 prug (i) 45 lbe;
4 Sy Pj —7min S7 Dj (xit) ~lfj |blLi
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6 S METj —nin S7 uy (Cit) bk |Li
7 S7 prxj —nin S7 Pk (Tit) Lk o,
8 S7 Uj — min S7 Uj (bl) \Lj
9 S UM —rmin S Uj
10 57 aT;j —7min S7 a

Li

5 S7 bj —min S7 11 S? t —min S?

4.4 Cidon DFS

Cidon’s algorithm [7] improves Awerbuch’s algorithm by not using acknowledg-
ments, therefore removing a delay. The token holding cell does not wait for the
neighbors’ acknowledgments, but immediately visits a neighbor. However, it needs
to record the most recent neighbor used, to solve cases when visiting notifications

arrive after the visiting token.
Algorithm 4 (Cidon DFS)

Input: Same as in Algorithm 2.

Output: Similar to Algorithm 2, but the final state is S;. Also, cells may
contain “garbage” objects, which can be cleared, by using a few more steps.
Table 4 shows one possible DFS spanning tree, built by this algorithm, for the

P system II of Figure 3.

Table 4. Partial Trace of Algorithm 4 for Figure 3.

Step# |01 o2 o3 04 o5 06
0 53 L1anang S3 L2n1N3nag 53 L3N2MN4M5MN6 Sg LaM1M2M3Ns5 53 L5MN3M4Ne Sg leMN3Ns
12 S5 ua ... 55 Lap1 ... S5 L3p2 ... 55 LaPs ... S5 LsP3 ... 55 LepPs ...

3. Rules in state Ss:
1 53 Nj —7min 54 n;m;
2 Sg a4 —min S4 at

4. Rules in state Sy:
1 .54 an;m; —min
S5 avj (vicit) 1y |,
2 Sy cpnpmpnimy —nin
Ss prrjmy (vicit) 1y |,
3 Sy cpmpn;m; —pin
Ss prrjmg (vicit) 4 lu
4 S4 CjN;Mj —rmin 55 Dj (l‘ﬂf) \l/j
S4 ¢;mj —nin S5 pj (zit) 15
6 Sy mj —min S5 my (V) 1 |u,

teg

ot

teg

7 54 VjMj —7min 54 Vj
8 54 t —nin 55

. Rules for state Ss:

1 55 TEUENj —min 55 T (Cit) i,j |Li
2 S5 rRUED; —min S5 P; (Tit) 14
3 S5 TiNEMEg —nin
Ss rmy (vicit) Lk
S5 T;PrTj —nin

Ss piery (wit) Lk |e,
S5 Pk —rmin S5 PrV;
55 VjNj —7min S5 Vj
S5 aT;j —min S5 a

55 t ~7min S5

Li

tig

N

o~ O Ot
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4.5 Sharma DFS

Sharma et al.’s algorithm [21] further improves time complexity, at the cost of
increasing the message size, by including a list of visited nodes when passing the
visiting token [23]. Thus, it eliminates unnecessary message exchanges to inform
neighbors of visited status.

Algorithm 5 (Sharma DFS)

Input: Same as in Algorithm 2.

Output: Similar to Algorithm 2, but the final state is S4. Also, cells may
contain “garbage” objects, which can be cleared, by using a few more steps.

Table 5 shows one possible DFS spanning tree, built by this algorithm, for the
P system II of Figure 3.

Table 5. Partial Trace of Algorithm 5 for Figure 3.

Step# |o1 o2 o3 o4 o5 o6

0 S3 t1am2n4|S3 t2n1n3N4|S3 L3n2nansNe| S3 Lan1nanzns| Sz tsn3Nane|S3 Lenans
11 S4 ua ... 54 L2p1 ... S4 L3p2 ... S4 LaPs ... S4 LsP3 ... S4L6p54..
3. Rules in state Ss: 4. Rules for state Sy:

1 S4 Mj —Pmin 54 v

S4 Tj —min 54 (szz ) \I/k |’nkLi
S4 .T] —min 54 (xlvl ) »J/k |pkL7',
S4 Uj *>m1n 4 Uy ( )\l/k |tnk
S4 Vj —?min 54 Uy (7] ) \l/k |tpk
S4 t ~7min S4

54 aTj —7min 54 a

1 S5 an; —pin Sa a (cuit) 1
2 S3 1 —nin S4 o,

3 S35 ¢j —min Sa pj (Civit) Lk |nyes
4 S5 ¢j —min S1 pj (@ivivit) 15 |,
5 S3 vj —rnin S v; (V5) b& |tny

6 S3 t —uin S4

Li

N O U W N

4.6 Makki DFS

Makki et al.’s algorithm [15] improves Sharma et al.’s algorithm by using a dynamic
backtracking technique. It keeps track of the most recent split point, i.e. the lowest
ancestor node. When the search path backtracks to a node, if the node has a non-
tree edge to its split point, it backtracks to the split point directly via that edge,
rather than following the longer tree path to its split point.

Algorithm 6 (Makki DFS)

Input: Same as in Algorithm 2.

Output: Similar to Algorithm 2, but the final state is S;. Also, cells may
contain “garbage” objects, which can be cleared, by using a few more steps.

Table 6 shows one possible DFS spanning tree, built by this algorithm, for the
P system II of Figure 3.
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Table 6. Partial Trace of Algorithm 6 for Figure 3.

Step# |01 o2 o3 o4 o5 o6
0 53 L1anang 53 L2M1N3n4g 53 L3N2MN4M5MN6 Sg LaM1M2M3Ns5 S3 L5MN3M4Ne Sg LleMN3Ns
10 54 La ... S4 Lop1 ... S4 L3p2 ... S4 LaPs ... 54 LsP3 ... S4L6p5
3. Rules in state Ss: 4. Rules for state Sy:

1 Sg an;j —rmin 54 a (civisit) »l/j L 1 S4 Nj —’min 54 Vj

2 S3 1 —nin S4 o, 2 Sy xj —min S1 (€iviSit) Lk Ingnges

3 Sg CjSm —7min 3 S4 ZjTl —’min

Sa pjrm (Civisit) Lk |ngni; Sy (civisisit) i lngs

4 Sd CjSl —min 4 S4 xj ~min S4 (‘Tzvzt) \I/k |’l"kbi
Sy piri (civisit) di nges 5 S4 & = min S (Ti0it) bk |prus
S5 ¢ —min Sa DT (Tivit) Lk |spu 6 Sy vj —nin S1 V5 (V) bk Jtne
S3 ¢ —min S1 DTk (Ti0it) L |spes 7 Sy vj —rmin Sa v (V) bk |ers
S3 Vj —nin Sa V5 (V) Lk |ing 8 S4 vj —rmin S1 vj (V5) bk |eps
S3 Vj —?min S4 Vj (vj) »Lk |ts;C 9 S4 t —nin S4
53 t —min 54 10 S4 aT;j —min 54 a

© 00 ~J O Ot

4.7 Sense of Direction DFS

With Sense of Direction (SOD), the node labeling is not required. Instead, arc
labeling is used, with the following properties:

o FEdges are labeled with elements of a group G, typically G = Z,,, where Z,, =
{0,1,...,n—1}.

e Given labeled arcs ag Y ay,ay = ag,...Ak_1 5 ag, the path ag N B
as...an_1 -5 aj has label 1 + 25 + ... + 2.

e Given labelled paths a = b and ¢ = d, a = ¢ if and only if b = d.

Thus, in search algorithms, path labels can very handily indicate the already-
visited nodes. Path labels are kept as a growing list and are appended when the
search path passes a node.

If the search path reaching the node, ax, wants to visit the node, ag1, it first
checks whether a1 is an already-visited node, e.g., a;, 0 < ¢ < n. The node ag
checks whether one of the partial path labels, e.g., ;41 + ... + x + 41, equals
zero. If yes, then axi11 = a;, thus agqq is an already-visited node. We refer the
readers to [22] for more details about SOD.

Figure 4 shows a sample P system based on directed graph with SOD arc labels.

Algorithm 7 (Sense of Direction DFS)

For this particular algorithm, here, we only present a P system-like high-level
pseudo-code. Additional investigation is required to achieve an efficient translation
to usual rewriting rules.
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BO O
6{321\@

RoSNod

Fig. 4. A sample P system based on a SOD structure, with arc labelling, indicated by
gray arrows. Thick arc arrows indicate a possible virtual DFS tree.

Input: All cells start with the same set of rules and start in the same quiescent
state, Sp. Initially, all cells contain objects indicating the labels of neighbor arcs:
objects o; for outgoing arcs and objects e; for incoming arcs. The source cell, o,
is additionally decorated with one trigger object, a.

Output: All cells end in the same final state, S;. On completion, cell o, is still
decorated with one a. All other cells contain DFS spanning tree pointer objects,
indicating its tree predecessors: p;, for incoming arcs and g;, for outgoing arcs.
Also, cells may contain “garbage” objects, which can be cleared, in a few more
steps.

Table 7 shows one possible DFS spanning tree, built by this algorithm, for the
P system of Figure 4.

Table 7. Partial Trace of Algorithm 7 for Figure 4.

Step# |01 o2 o3 o4 o5 o6
0 Soao104 Soe10103 S0€1010203 [Spe10102 Soeiezeszes |Soezes
11 Sla... S1p1... S1p1... S1p1... Slpl... Slpg...

The ruleset below uses a few additional “magical” algebraic operators and
prompters, which do fit properly into the basic framework outlined in Section 2
(or not yet).

appends n — j (i.e. —j modulo n) to list .

Complex promoters m @ j? and m © j7 enable the associated rule only if the

resulting list does not contain any 0.

0. Rules in state Sg:
1 SO a0j —7min 51 a (Cjb@j) Tj
2 Sp brojcrer —min

S1 p(cibrag) T |rase

3 So brejcrer —min
S1 pr(libroj) 4j |xejr
4 SO bﬂ—OjlkOk —min
S1 qr(cjbrgs) Tj |naje

e Operation 7 @ j adds j, modulo n, to every element in list 7 and also appends
+j to list .
e Operation 7 © j subtracts j, modulo n, from every element in list 7 and also



Asynchronous P Systems 13

5 SO bﬂejlkok —min 15 bﬂxkOj —min
51 e(librej) i |reje 51 (¢jbra;) 15 |najo
6 S() bﬂ-Cjej —Pmin Sl pj(l‘jbﬂ-@j) \Jrj 2 Sl b‘“'xkej “min

S1 (Librej) 4 lrejo
3 51 brxpp; —min S1 05 (Tjbroj) 1;
4 51 brxrq; —min S1 45 (Tjbra;) Ty
1. Rules in state Si: 5 51 axj —pin S1 @

7 So bxljoj —min S1 pj(Tibre;) 1

5 Distributed Breadth-First Search (BFS)

BFS is a fundamental technique, inherently parallel, or so it appears. There are
a number of distributed BFS algorithms to make BFS run faster on parallel and
distributed systems, such as Synchronous BFS [22], Asynchronous BFS [22], an
improved Asynchronous BFS with known graph diameter [22], Layered BFS [22],
Hybrid BFS [22].

Our previous research proposed a P algorithm to find disjoint paths using BFS,
and empirical results show that BFS can leverage the parallel and distributed
characteristics of P systems [17]. In this paper, we first present a P implementa-
tion of synchronous BFS (SyncBFS) and discuss how SyncBFS succeeds in the
synchronous mode but fails in the asynchronous mode. Next, we propose a P im-
plementation of an algorithm which works correctly in the asynchronous mode,
the simple Asynchronous BFS (AsyncBFS) algorithm, and we show how it works
in both synchronous and asynchronous scenarios.

5.1 Synchronous BFS

Initially, the source cell broadcasts out a search token. On receiving the search
token, an unmarked cell marks itself and chooses one of the cells from which
the search token arrived as its parent. Then in the first round after the cell gets
marked, it broadcasts a search token to all its neighbors [14]. SyncBFS is a “wave”
algorithm and it produces a BFS spanning tree in synchronous mode, as shown in
Figure 5. However, it often fails in asynchronous mode, as shown in Figure 6.

Algorithm 8 (Synchronous BFS)

Input: Same as in Algorithm 2.

Synchronous output: All cells end in the same final state, S5. On completion,
each cell, o;, still contains its cell ID object, ¢;. The source cell, o, is still decorated
with one a. All other cells contain BFS spanning tree pointer objects, indicating
predecessors, p;. Also, cells may contain “garbage” objects, which can be cleared,
by using a few more steps.

Table 8 shows the BFS spanning tree built by this algorithm (in the syn-
chronous mode), for the P system of Figure 5 (there is only one BFS tree in this
case).
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Fig. 5. BFS spanning tree.

Table 8. Partial Trace of Algorithm 8 for Figure 5 in synchronous mode.

Step# |01 o2 o3 o4 o5

0 S3 1112 S3 tan1nans|S3 t3ng S3 tanansny|Ss tsnanens
8 S5 L1p2...S5 L2a . .. S5 L3p4 ... S5 LaPp2 . .. S5L5p2...
Step# |06 o7 o8 g9 10

0 S3 e S3 t7nangng|Ss tsnsnrnio|Ss tonz S3 L1ong

8 S5 LePs . . . S5 L7p4 ... 55 L8ps . .. 55 Lop7 ... S5 L1opPs - - -

3. Rules in state Ss:
1 53 a4 —Fmin 54 a

2 53 CjNj —7min S4 Dj

4. Rules for state Sy:

However, if Algorithm 8 runs in asynchronous mode, the result is still a span-
ning tree, but not necessarily a BFS spanning tree, as illustrated in Table 9 and
Figure 6. The search token from cell o5 to o5 is delayed and arrives in cell o5 after
o5 records its parent as og. The resulting spanning tree is not a BFS spanning

tree.

1 S4nj —nin S5 (ci) 45

2 54 —min SS

Li

5. Rules for state Ss:
1 55 Cj —7min 55

Table 9. Partial Trace of Algorithm 8 for Figure 6 in asynchronous mode.
Step# |o1 o2 o3 o4 o5
0 S3 t1n2  |S3 taninans|Ss t3ng S3 tanangnz|Ss tsnanens
14 55 Lip1 ... 55 Laa . .. S5 L3pP4 ... S5 L4apP2 ... 55 L5Pg] ...
Step# |06 o7 os 09 010
0 S3 t6ns  |S3 t7nangng|Ss tsnsnrnio|Ss Lony S3 t10ms
14 S5 LePs . .. 55 L7p4 ... S5 L8p7 ... 55 Lop7 ... 55 L10Ps8 - - -
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Fig. 6. BFS spanning tree output of Algorithm 8 in an asynchronous scenario.

5.2 Asynchronous BFS

Asynchronous BFS (AsyncBFS) algorithm is not just a asynchronous version of
SyncBFS [14], as previously discussed in the asynchronous mode of SyncBFS. It
has modifications to correct the parent destination, therefore obtaining a BFS
spanning tree.

Although the known problem of AsyncBFS is that there is no way to know
when there are no further parent corrections to make, i.e. it never produces the
tree structure output. However, in P systems, there is no such problem, because
the objects in cells are actually the tree link output. Thus, P systems provides a fa-
vorable way to implement this algorithm, which does not require other augmenting
approaches, such as adding acknowledgments, convergecasting acknowledgments,
bookkeeping, etc [14].

Algorithm 9 (Asynchronous BFS)

Input: Same as in Algorithms 2 (and 8).

Output: Similar to Algorithm 8 (running in synchronous mode), but the final
state is S4. Also, cells may contain “garbage” objects, which can be cleared, by
using a few more steps.

Table 10 shows the BF'S spanning tree built by this algorithm, for the P system
of Figure 5 (there is only one BFS tree in this case).

Table 10. Partial Trace of Algorithm 9 for Figure 5.

Step# |o1 o2 o3 o4 o5

0 S3 11n2 S3 toninans|S3 t3ng S3 tananzny|S3 tsnanens
5 S4p2... S4CL... S4p4... S4p2... S4p2...
Step# |os o7 os 09 010

0 S3 t6ms |93 tynangng|S3 tgnsnrnio| S tony S3 t10m8

5 S4 LePs - . - 54 Lrp4 ... S4 L8ps .. . 54 Lop7 ... S4 Liops - - -
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3. Rules in state Ss:
1 SS —?min S4 h‘a
2 Sg Nj —min
Sy myj (citgguu) 1y |au,

S4 gh —nax Sa ¢

S4 Pj —min Sa |ne

Sy €M —nin Si Djlnt
S4 € —min S4 |t

© 00 O Ui Wi =

3 53 ¢jnj —min S pimyle Sy My —nin Sa (cit) L5 |nt,
4 83 —min Sa (cit) 4j ltn;u S4 U —pin Sa b (gguu) T |ne
5 S3 gt —rmin S4 h (gguu) i |t S4 U —7max S4 h (gu) i ‘ht
6 Sg gUu —max S4 h (gu) i |t 54 h —pax 54 |t
7 SS " “min S4 mj|t S4 gU —max S4
8 53 ¢ ~’max S4 10 S4 gUu —rpax S4|t

4. Rules for state Sy: 11 Syt —pax Sa

5.3 Echo Algorithm

The Echo algorithm shares the similar “wave” characteristics of distributed BFS
algorithms, but, as discussed in Section 3, it only builds a spanning tree, not
necessarily a BFS spanning tree.

Algorithm 10 (Echo Algorithm)

Input: Same as in Algorithms 2 (and 8).

Output: All cells end in the same final state, Sy. On completion, each cell,
o, still contains its cell ID object, ¢;. he source cell, o, is still decorated with
an object, a. All other cells contain a spanning tree pointer objects, indicating
predecessors, p;.

Table 11 and 12 show two spanning trees, built by this algorithm, for the
P system of Figures 1 and 2, in synchronous and asynchronous modes, respectively.

Table 11. Partial Trace of Algorithm 10 for Figure 1 in synchronous mode.

Step# |o1 o2 o3 04
0 Sg L1ana2ns3nag S3 LoaM1n3ng 53 L3M1N2MN4 53 laninansg
4 Sy via S4 L2p1 S4 L3p1 Sq Lap1

Table 12. Partial Trace of Algorithm 10 for Figure 2 in asynchronous mode.

Step# |01 o2 o3 o4
0 S3 t1anansng Sz taninana|Ss taninang|Ss Laninans
4 Sy t1a Sy tap1 Sy t3p2 Sy taps3
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3. Rules in state Ss: 4. Rules for state Sy:
1S3 nj —rmin Sa wj (cit) 45 law 1 Sy wj —rnin Sa ¢
2 S3 ¢jnjng —nin 2 Sy wipK —mnin Sa W;Pk
Sy Pjwg (Cit) b Li 3 Sy W;Q —min Sy wW;a
3 S3 ¢jng —nin Sapj (cit) 1 | 4 Sy ¢j —pin S
4 S5 nj —nin Sa wj (cit) 15 |u, 5 Sy pj —rmin Sa pj (¢it) 5 s
5 Sg t —max S4 6 S4 t —nax S4

6 Complexity

All our distributed DFS and BFS implementations, except the SoD implementa-
tion, assume that each cells knows the IDs of its neighbors (parents and children).
Our SoD implementation assumes that each cell knows the labels of its adjacent
arcs (incoming and outgoing). In the complexity analysis, we skip over a prelimi-
nary phase which could build such knowledge, see Algorithm 1.

All our P system DFS implementations take one final step, to prompt the
source cell to discard the token; we also omit this step in the complexity analysis.
Moreover, there is one beginning step in our implementations for Awerbuch (rule
3.1) and Cidon (rules 3.1, 3.2), which instantiates initial list objects. These steps
can be included in Algorithm 1. However, we do not follow this approach, because
we want to keep Algorithm 1 a common preliminary phase for all our algorithms.
We also skip these beginning steps, in the complexity analysis.

Table 13 shows the resulting complexity of our P system DFS implementations,
in terms of P steps. The runtime complexity of our P system implementations is
exactly the same as for the standard distributed DFS algorithms. The complexity
of our SOD algorithm must be considered with a big grain of salt, for the reasons
explained in the description of Algorithm 7 (high-level pseudo-code).

Table 13. DFS algorithms comparisons and complexity (P steps) of Figure 3.

Algorithm|P Steps|Time units| Messages Notes
Classical 18 2M 2M Local cell IDs
Awerbuch| 22 4N — 2 4M Local cell IDs
Cidon 10 2N —2 <4M Local cell IDs

Sharma 10 2N —2 |<2N -2 Global cell IDs
SOD 107 2N —2 |< 2N — 2| Sense of Direction (Z)
Makki 9 (I+7)N |(14r)N |Global cell IDs (or SOD)

Table 14 shows the runtime complexity of our P system SyncBFS and AsyncBFS
implementations, which is consistent with the runtime complexity of the standard
algorithms.
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Table 14. BFS algorithms comparisons and complexity (P steps) of Figure 5.

Hybrid Async

Algorithm [P Steps| Time units Messages Notes
Sync 8 O(D) O(M) Local IDs
Simple Async 5 O(DN) O(NM) Local IDs
Simple Async? ? O(D?) O(DM) D and Local IDs
Layered Async| 7 O(D?) O(M + DN) Local IDs
?  |O(Dk+ D?/k)|O(Mk + DN/k)|  Local IDs

7 Conclusions

We proposed a new approach to fully asynchronous P systems, and a matching
complexity measure, both inspired from the field of distributed algorithms. We val-
idated our approach by implementing several well-known distributed depth-first
search (DFS) and breadth-first search (BFS) algorithms. We believe that these
are the first P implementations of the standard distributed DFS and BFS algo-
rithms. Empirical results show that, in terms of P steps, the runtime complexity
of our distributed P algorithms is the same as the runtime complexity of standard
distributed DFS and BFS.

Several interesting questions remain open. We intend to complete this quest
by completing the implementation of the SOD algorithm and by implementing
three other, more sophisticated, distributed BFS algorithms and compare their
performance against the standard versions. We also intend to elaborate the foun-
dations of fully asynchronous P systems and further validate this, by investigating
a few famous critical problems, such as building minimal spanning trees. Finally,
we intend to formulate fundamental distributed asynchronous concepts, such as
fairness, safety and liveness, and investigate methods for their proofs.
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Summary. We present in this paper our work regarding simulating a type of P sys-
tem known as a spiking neural P system (SNP system) using graphics processing units
(GPUs). GPUs, because of their architectural optimization for parallel computations,
are well-suited for highly parallelizable problems. Due to the advent of general purpose
GPU computing in recent years, GPUs are not limited to graphics and video processing
alone, but include computationally intensive scientific and mathematical applications as
well. Moreover P systems, including SNP systems, are inherently and maximally parallel
computing models whose inspirations are taken from the functioning and dynamics of a
living cell. In particular, SNP systems try to give a modest but formal representation of
a special type of cell known as the neuron and their interactions with one another. The
nature of SNP systems allowed their representation as matrices, which is a crucial step
in simulating them on highly parallel devices such as GPUs. The highly parallel nature
of SNP systems necessitate the use of hardware intended for parallel computations. The
simulation algorithms, design considerations, and implementation are presented. Finally,
simulation results, observations, and analyses using an SNP system that generates all
numbers in N - {1} are discussed, as well as recommendations for future work.

Key words: Membrane computing, Parallel computing, GPU computing

1 Introduction

1.1 Parallel computing: Via graphics processing units (GPUs)

The trend for massively parallel computation is moving from the more common
multi-core CPUs towards GPUs for several significant reasons [13, 14]. One impor-
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tant reason for such a trend in recent years include the low consumption in terms
of power of GPUs compared to setting up machines and infrastructure which will
utilize multiple CPUs in order to obtain the same level of parallelization and per-
formance [15]. Another more important reason is that GPUs are architectured
for massively parallel computations since unlike most general purpose multicore
CPUs, a large part of the architecture of GPUs are devoted to parallel execu-
tion of arithmetic operations, and not on control and caching just like in CPUs
[13, 14]. Arithmetic operations are at the heart of many basic operations as well
as scientific computations, and these are performed with larger speedups when
done in parallel as compared to performing them sequentially. In order to per-
form these arithmetic operations on the GPU, there is a set of techniques called
GPGPU (General Purpose computations on the GPU) coined by Mark Harris in
2002 which allows programmers to do computations on GPUs and not be limited
to just graphics and video processing alone [1].

1.2 Parallel computing: Via Membranes

Membrane computing or its more specific counterpart, a P system, is a Turing
complete computing model (for several P system variants) that perform computa-
tions nondeterministically, exhausting all possible computations at any given time.
This type of unconventional model of computation was introduced by Gheorghe
Paun in 1998 and takes inspiration and abstraction, similar to other members
of Natural computing (e.g. DNA /molecular computing, neural networks, quantum
computing), from nature [6, 7]. Specifically, P systems try to mimic the consti-
tution and dynamics of the living cell: the multitude of elements inside it, and
their interactions within themselves and their environment, or outside the cell’s
skin (the cell’s outermost membrane). Before proceeding, it is important to clarify
what is meant when it is said that nature computes, particularly life or the cell:
computation in this case involves reading information from memory from past or
present stimuli, rewrite and retrieve this data as a stimuli from the environment,
process the gathered data and act accordingly due to this processing [2]. Thus, we
try to extend the classical meaning of computation presented by Allan Turing.

SN P systems differ from other types of P systems precisely because they
are mono — membranar and the working alphabet contains only one object type.
These characteristics, among others, are meant to capture the workings of a special
type of cell known as the neuron. Neurons, such as those in the human brain,
communicate or ’compute’ by sending indistinct signals more commonly known
as action potential or spikes [3]. Information is then communicated and encoded
not by the spikes themselves, since the spikes are unrecognizable from one another,
but by (a) the time elapsed between spikes, as well as (b) the number of spikes
sent /received from one neuron to another, oftentimes under a certain time interval
3]

It has been shown that SN P systems, given their nature, are representable by
matrices [4, 5]. This representation allows design and implementation of an SN P
system simulator using parallel devices such as GPUs.
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1.3 Simulating SNP systems in GPUs

Since the time P systems were presented, many simulators and software applica-
tions have been produced [10]. In terms of High Performance Computing, many
P system simulators have been also designed for clusters of computers [11], for
reconfigurable hardware as in FPGAs [12], and even for GPUs [9, 8]. All of these
efforts have shown that parallel architectures are well-suited in performance to
simulate P systems. However, these previous works on hardware are designed to
simulate cell-like P system variants, which are among the first P system variants
to have been introduced. Thus, the efficient simulation of SNP systems is a new
challenge that requires novel attempts.

A matrix representation of SN P systems is quite intuitive and natural due
to their graph-like configurations and properties (as will be further shown in the
succeeding sections such as in subsection 2.1).

On the other hand, linear algebra operations have been efficiently implemented
on parallel platforms and devices in the past years. For instance, there is a large
number of algorithms implementing matriz — matriz and vector — matrix oper-
ations on the GPU. These algorithms offer huge performance since dense linear
algebra readily maps to the data-parallel architecture of GPUs [16, 17].

It would thus seem then that a matrix represented SN P system simulator
implementation on highly parallel computing devices such as GPUs be a natural
confluence of the earlier points made. The matrix representation of SN P systems
bridges the gap between the theoretical yet still computationally powerful SN
P systems and the applicative and more tangible GPUs, via an SN P system
simulator.

The design and implementation of the simulator, including the algorithms
deviced, architectural considerations, are then implemented using CUDA. The
Compute Unified Device Architecture (CUDA) programming model, launched by
NVIDIA in mid-2007, is a hardware and software architecture for issuing and man-
aging computations on their most recent GPU families (G80 family onward), mak-
ing the GPU operate as a highly parallel computing device [15]. CUDA program-
ming model extends the widely known ANSI C programming language (among
other languages which can interface with CUDA), allowing programmers to easily
design the code to be executed on the GPU, avoiding the use of low-level graph-
ical primitives. CUDA also provides other benefits for the programmer such as
abstracted and automated scaling of the parallel executed code.

This paper starts out by introducing and defining the type of SNP system
that will be simulated. Afterwards the NVIDIA CUDA model and architecture
are discussed, baring the scalability and parallelization CUDA offers. Next, the
design of the simulator, constraints and considerations, as well as the details of
the algorithms used to realize the SNP system are discussed. The simulation results
are presented next, as well as observations and analysis of these results. The paper
ends by providing the conclusions and future work.

The objective of this work is to continue the creation of P system simulators ,
in this particular case an SN P system, using highly parallel devices such as GPUs.
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Fidelity to the computing model (the type of SNP system in this paper) is a part
of this objective.

2 Spiking neural p systems
2.1 Computing with SN P systems

The type of SNP systems focused on by this paper (scope) are those without delays
i.e. those that spike or transmit signals the moment they are able to do so [4, 5].
Variants which allow for delays before a neuron produces a spike, are also available
[3]. An SNP system without delay is of the form:

Definition 1.
II=(0,01,...,0m,syn,in,out),

where:

1. O = {a} is the alphabet made up of only one object, the system spike a.
2.01,...,0, are m number of neurons of the form

g; = (’I’Li,Ri),l S 7 S m,

where:
a)n; > 0 gives the initial number of as i.e. spikes contained in neuron o;
b) R; is a finite set of rules of with two forms:

(b-1) E/a® — aP, are known as Spiking rules, where E is a reqular expression
over a, and ¢ > 1, such that p > 1 number of spikes are produced,
one for each adjacent meuron with o; as the originating neuron and
a® € L(E).

(b-2) a®* — X, are known as Forgetting rules, for s > 1, such that for each
rule E/a® — a of type (b-1) from R;, a® ¢ L(E).

(b-8) a* — a, a special case of (b-1) where E = a®, k > c.

3. syn = {(i,4)|1 < 4,5 < m, i # j} are the synapses i.e. connection between
neurons.
4.in,out € {1,2,...,m} are the input and output neurons, respectively.

Furthermore, rules of type (b-1) are applied if o; contains k spikes, a* € L(E)
and k > c. Using this type of rule uses up or consumes k spikes from the neuron,
producing a spike to each of the neurons connected to it via a forward pointing
arrow i.e. away from the neuron. In this manner, for rules of type (b-2) if o;
contains s spikes, then s spikes are forgotten or removed once the rule is used.

The non-determinism of SN P systems comes with the fact that more than
one rule of the several types are applicable at a given time, given enough spikes.
The rule to be used is chosen non-deterministically in the neuron. However, only
one rule can be applied or used at a given time [3, 4, 5]. The neurons in an SN
P system operate in parallel and in unison, under a global clock [3]. For Figure 1
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no input neuron is present, but neuron 3 is the output neuron, hence the arrow
pointing towards the environment, outside the SNP system.

The SN P system in Figure 1 is IT, a 3 neuron system whose neurons are labeled
(neuron 1/07 to neuron 3/03) and whose rules have a total system ordering from
(1) to (5). Neuron 1/07 can be seen to have an initial number of spikes equal to
2 (hence the a? seen inside it). There is no input neuron, but o3 is the output
neuron, as seen by the arrow pointing towards the environment (not to another
neuron). More formally, IT can be represented as follows:

II = ({a},01,09,03, syn,out) where oy = (2,Ry1), n; = 2, Ry = {a*/a —
a}, (neurons 2 to 3 and their n;s and R;s can be similarly shown), syn =
{(1,2),(1,3),(2,1),(2,3)} are the synapses for IT, out = o3. This SN P system
generates all numbers in the set N - {1}, hence it doesn’t halt, which can be eas-
ily verified by applying the rules in II, and checking the spikes produced by the
output neuron o3. This generated set is the result of the computation in I7.

ala=a (1) 3
N a=a (2), o |
; | | |
a-a (4) B
L
s

Fig. 1. An SNP P system II, generating all numbers in N - {1}, from [5].

2.2 Matrix representation of SNP systems

A matrix representation of an SN P system makes use of the following vectors and
matrix definitions [4, 5] . It is important to note that, just as in Figure 1, a total
ordering of rules is considered.

Configuration vector Cj, is the vector containing all spikes in every neuron on
the kth computation step/time, where Cy is the initial vector containing all spikes
in the system at the beginning of the computation. For IT (in Figure 1 ) the initial
configuration vector is Cp =< 2,1,1 >.

Spiking vector shows at a given configuration Cy, if a rule is applicable (has
value 1) or not (has value 0 instead). For IT we have the spiking vector S =<
1,0,1,1,0 > given Cy. Note that a 2nd spiking vector, S =< 0,1,1,1,0 >, is
possible if we use rule (2) over rule (1) instead (but not both at the same time,
hence we cannot have a vector equal to < 1,1,1,1,0 >, so this Sy is invalid ).
Validity in this case means that only one among several applicable rules is used
and thus represented in the spiking vector. We can have all the possible vectors
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composed of Os and 1s with length equal to the number of rules, but have only
some of them be valid, given by ¥ later at subsection 4.2.

Spiking transition matriz My is a matrix comprised of a;; elements where a;;
is given as

Definition 2.

—c, rule r; is in o and is applied consuming c spikes;
p, rule r; is in os (s # j and (s,7) € syn)
and is applied producing p spikes in total;
0, rule r; is in o5 (s # j and (s,j) ¢ syn).

aij =

For II, the M7 is as follows:

-11 1
21 1

Mp=|1-11 (1)
0 0 -1
0 0 -2

In such a scheme, rows represent rules and columns represent neurons.
Finally, the following equation provides the configuration vector at the (k+1)th
step, given the configuration vector and spiking vector at the kth step, and Myy:

Ci+1=Cx + Sk - Mjp. (2)

3 The NVIDIA CUDA architecture

NVIDIA, a well known manufacturer of GPUs, released in 2007 the CUDA pro-
gramming model and architecture [15]. Using extensions of the widely known C
language, a programmer can write parallel code which will then execute in multi-
ple threads within multiple thread blocks, each contained within a grid of (thread)
blocks. These grids belong to a single device i.e. a single GPU. Each device/ GPU
has multiple cores, each capable of running its own block of threads The program
run in the CUDA model scales up or down, depending on the number of cores
the programmer currently has in a device. This scaling is done in a manner that
is abstracted from the user, and is efficiently handled by the architecture as well.
Automatic and efficient scaling is shown in Figure 2. Parallelized code will run
faster with more cores than with fewer ones [14].

Figure 3 shows another important feature of the CUDA model: the host and
the device parts. The host controls the execution flow while the device is a highly-
parallel co-processor. Device pertains to the GPU/s of the system, while the host
pertains to the CPU/s. A function known as a kernel function, is a function called
from the host but executed in the device.

A general model for creating a CUDA enabled program is shown in Listing 1.
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Multithreaded CUDA Program
Block0  Block1  Block2  Block3.
Blockd  Blocks  Blocks  Block?.

h 4 v
GPU with 2 Cores GPU with 4 Cores
‘ Core 0 H Core 1 ‘ Core 0 ‘ Core 1 H Core 2 ‘ Core 3 ‘

L1 -3 ] |

-

y

Fig. 2. NVIDIA CUDA automatic scaling, hence more cores result to faster execution,
from [14].
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Fig. 3. NVIDIA CUDA programming model showing the sequential execution of the
host code alongside the parallel execution of the kernel function on the device side, from
[9].
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Listing 1. General code flow for CUDA programming written in the CUDA extended C
language

//allocate memory on GPU e.g.
cudaMalloc( (voids#x)&dev_a, N % sizeof(int)

//populate arrays

//copy arrays from host to device e.g.
cudaMemcpy( dev_a, a, N x sizeof(int),
cudaMemcpyHostToDevice )

//call kernel (GPU) function e.g.
add<<<N, 1>>>( dev.a, dev_b, dev_c );

// copy arrays from device to host e.g.
cudaMemcpy( ¢, dev_c, N x sizeof( int),
cudaMemcpyDeviceToHost )

//display results

//free memory e.g.
cudaFree( dev_.a );

Lines 2 and 21, implement CUDA versions of the standard C language functions
e.g. the standard C function malloc has the CUDA C function counterpart being
cudaMalloc, and the standard C function free has cudaFree as its CUDA C
counterpart.

Lines 8 and 15 show a CUDA C specific function, namely cudaM emcpy, which,
given an input of pointers ( from Listing 1 host code pointers are single letter vari-
ables such as a and c,while device code variable counterparts are prefixed by dev_
such as dev_a and dev_c ) and the size to copy ( as computed by the sizeof func-
tion ), moves data from host to device ( parameter cudaMemcpyHostToDevice )
or device to host ( parameter cudaMemepyDeviceToH ost).

A kernel function call uses the triple < and > operator, in this case the kernel
function

add <<< N,1 >>>(dev_a,dev_b,dev_c).

This function adds the values, per element (and each element is associated to
1 thread), of the variables dev_a and dev_-b sent to the device, collected in variable
dev_c before being sent back to the host/CPU. The variable N in this case allows
the programmer to specify N number of threads which will execute the add kernel
function in parallel, with 1 specifying only one block of thread for all NV threads.
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3.1 Design considerations for the hardware and software setup

Since the kernel function is executed in parallel in the device, the function needs
to have its inputs initially moved from the CPU /host to the device, and then back
from the device to the host after computation for the results. This movement
of data back and forth should be minimized in order to obtain more efficient, in
terms of time, execution. Implementing an equation such as (2), which involves
multiplication and addition between vectors and a matrix, can be done in parallel
with the previous considerations in mind. In this case, Cj, Sk, and M7 are loaded,
manipulated, and pre-processed within the host code, before being sent to the
kernel function which will perform computations on these function arguments in
parallel. To represent Cy, Sk, and My, text files are created to house each input,
whereby each element of the vector or matrix is entered in the file in order, from
left to right, with a blank space in between as a delimiter. The matrix however is
entered in row-major ( a linear array of all the elements, rows first, then columns)
order format i.e. for the matrix My seen in (1), the row-major order version is
simply

-1,1,1,-2,1,1,1,-1,1,0,0,—1,0,0, -2 (3)

Row major ordering is a well-known ordering and representation of matrices for
their linear as well as parallel manipulation in corresponding algorithms [13]. Once
all computations are done for the (k + 1)th configuration, the result of equation
(2) are then collected and moved from the device back to the host, where they can
once again be operated on by the host/CPU. It is also important to note that these
operations in the host/CPU provide logic and control of the data/inputs, while
the device/GPU provides the arithmetic or computational ‘'muscle’, the laborious
task of working on multiple data at a given time in parallel, hence the current
dichotomy of the CUDA programming model [9]. The GPU acts as a co-processor
of the central processor. This division of labor is observed in Listing 1 .

3.2 Matrix computations and CPU-GPU interactions

Once all 3 initial and necessary inputs are loaded, as is to be expected from equa-
tion 2, the device is first instructed to perform multiplication between the spiking
vector S; and the matrix M. To further simplify computations at this point,
the vectors are treated and automatically formatted by the host code to appear
as single row matrices, since vectors can be considered as such. Multiplication is
done per element (one element is in one thread of the device/GPU), and then the
products are collected and summed to produce a single element of the resulting
vector/single row matrix.

Once multiplication of the Sy and M is done, the result is added to the
C}, once again element per element, with each element belonging to one thread,
executed at the same time as the others.

For this simulator, the host code consists largely of the programming language
Python, a well-known high- level, object oriented programming (OOP) language.
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The reason for using a high-level language such as Python is because the initial
inputs, as well as succeeding ones resulting from exhaustively applying the rules
and equation (2) require manipulation of the vector/matrix elements or values as
strings. The strings are then concatenated, checked on (if they conform to the
form (b-3) for example) by the host, as well as manipulated in ways which will
be elaborated in the following sections along with the discussion of the algorithm
for producing all possible and valid Sjs and Cys given initial conditions. The host
code/Python part thus implements the logic and control as mentioned earlier,
while in it, the device/GPU code which is written in C executes the parallel parts
of the simulator for CUDA to be utilized.

4 Simulator design and implementation

The current SNP simulator, which is based on the type of SNP systems without
time delays, is capable of implementing rules of the form (b-3) i.e. whenever the
regular expression F is equivalent to the regular expression a* in that rule. Rules
are entered in the same manner as the earlier mentioned vectors and matrix, as
blank space delimited values (from one rule to the other, belonging to the same
neuron) and $ delimited ( from one neuron to the other). Thus for the SNP system
IT shown earlier, the file r containing the blank space and $ delimited values is as

follows:
22$18$12 (4)

That is, rule (1) from Figure 1 has the value 2 in the file r (though rule (1)
isn’t of the form (b-3) it nevertheless consumes a spike since its regular expression
is of the same regular expression type as the rest of the rules of II ). Another
implementation consideration was the use of lists in Python, since unlike dic-
tionaries or tuples, lists in Python are mutable, which is a direct requirement of
the vector/matrix element manipulation to be performed later on (concatenation
mostly). Hence a C, =< 2,1,1 > is represented as [2,1, 1] in Python. That is, at
the kth configuration of the system, the number of spikes of neuron 1 are given
by accessing the index (starting at zero) of the configuration vector Python list
variable confVec, in this case if

confVec=[2,1,1] (5)

then confVec[0] = 2 gives the number of spikes available at that time for
neuron 1, confVec[l] = 1 for neuron 2, and so on. The file r, which contains the
ordered list of neurons and the rules that comprise each of them, is represented as
a list of sub- lists in the Python/host code. For SNP system IT and from (4) we
have the following;:
r= [[27 2]7 [1]7 [17 2}] (6)
Neuron 1’s rules are given by accessing the sub-lists of r (again, starting at
index zero) i.e. rule (1) is given by r[0][0] = 2 and rule (4) is given by r[2][1] = 1.
Finally, we have the input file M, which holds the Python list version of (3).
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4.1 Simulation algorithm implementation

The general algorithm is shown in Algorithm 1. Each line in Algorithm 1 mentions
which part/s the simulator code runs in, either in the device (DEVICE) or in
the host (HOST) part. Step IV of Algorithm 1 makes the algorithm stop with 2
stopping criteria to do this:

One is when there are no more available spikes in the system (hence a zero
value for a configuration vector), and the second one being the fact that all pre-
viously generated configuration vectors have been produced in an earlier time or
computation, hence using them again in part I of Algorithm 1 would be pointless,
since a redundant, infinite loop will only be formed.

Algorithm 1 Overview of the algorithm for the SNP system simulator

Require: Input files: confVec, M,r.
I. (HOST) Load input files. Note that M and r need only be loaded once since they
are unchanging, Cy is loaded once, and then Cys are loaded afterwards.
II. (HOST) Determine if a rule/element in r is applicable based on its corresponding
spike value in confVec, and then generate all valid and possible spiking vectors in a
list of lists spikVec given the 3 initial inputs.
III. (DEVICE) From part II., run the kernel function on spikVec, which contains all
the valid and possible spiking vectors for the current con fVec and r. This will generate
the succeeding Cys and their corresponding Sgs.
IV. (HOST+DEVICE) Repeat steps I to IV (except instead of loading Co as
confVec, use the generated Cys in III) until a zero configuration vector (vector with
only zeros as elements) or further Cys produced are repetitions of a Cj produced at
an earlier time. (Stopping criteria in subsection 4.1 )

Another important point to notice is that either of the stopping criterion from
4.1 could allow for a deeply nested computation tree, one that can continue exe-
cuting for a significantly lengthy amount of time even with a multi-core CPU and
even the more parallelized GPU.

4.2 Closer inspection of the SN P system simulator

The more detailed algorithm for part I1 of Algorithm 1 is as follows.

Recall from the definition of an SNP system (Definitin 1) that we have m
number of os. We related m to our implementation by noticing the cardinality of
the Python list r.

| =m (7)

V= lov,|lov,|--[ov,| (®)

where
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lov,,.|

means the total number of rules in the mth neuron which satisfy the regular
expresion F in (b-3). m gives the total number of neurons, while ¥ gives the
expected number of valid and possible Sis which should be produced in a given
configuration. We also define w as both the largest and last integer value in the sub-
list (neuron) created in step II of Algorithm 1 and further detailed in Algorithm
2, which tells us how many elements of that neuron satisfy E.

During the exposition of the algorithm, the previous Python lists (from their
vector/matrix counterparts in earlier sections) (5) and (6) will be utilized. For part
IT Algorithm 1 we have a sub-algorithm (Algorithm 2) for generating all valid and
possible spiking vectors given input files M, confVec, and 7.

Algorithm 2 Algorithm further detailing part II in Algorithm 1

II-1. Create a list tmp, a copy of r, marking each element of tmp in increasing order of
N, as long as the element/s satisfy the rule’s regular expression E of a rule (given by
list r ). Elements that don’t satisfy E are marked with 0.

II-2. To generate all possible and valid spiking vectors from tmp, we go through each neu-
ron i.e. all elements of tmp, since we know a priori m as well as the number of elements
per neuron which satisfy E. We only need to iterate through each neuron/element of
tmp, w times. (from II-1). We then produce a new list, tmp2, which is made up of
a sub-list of strings from all possible and valid {1,0} strings i.e. spiking vectors per
neuron.

II-3. To obtain all possible and valid {1,0} strings (Sks), given that there are multiple
strings to be concatenated ( as in tmp2’s case ), pairing up the neurons first, in order,
and then exhaustively distributing every element of the first neuron to the elements of
the 2nd one in the pair. These paired-distributed strings will be stored in a new list,
tmp3.

Algorithm 2 ends once all {1,0} have been paired up to one another. As an
illustration of Algorithm 2, consider (5), (6), and (1) as inputs to our SNP system
simulator. The following details the production of all valid and possible spiking
vectors using Algorithm 2.

Initially from II-1 of Algorithm 2, we have

r=tmp = [[2,2],[1],[1,2]].

Proceeding to illustrate II-2 we have the following passes.

1st pass: tmp = [[1, 2], [1], [1,2]]

Remark/s: previously, tmp[0][0] was equal to 2, but now has been changed to 1,
since it satisfies E ( configVec[0] = 2 w/c is equal to 2, the number of spikes
consumed by that rule).X

2nd pass: tmp = [[1,2], 1], [1, 2]]
Remark/s: previously tmp[0][1] = 2, which has now been changed (incidentally)
to 2 as well, since it’s the 2nd element of oy which satisfies F.

3rd pass: tmp = [[1,2], 1], [1, 2]]
Remark/s: 1st (and only) element of neuron 2 which satisfies E.
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4th pass: tmp = [[1,2],[1], 1, 2]]
Remark/s: Same as the 1st pass

5th pass: tmp = ([1,2], (1], [1,0]
Remark/s: element tmp[ 1[1], or the 2nd element/rule of neuron 3 doesn’t satisfy
E.

Final result: tmp = [[1, 2], [1],[1,0]]

At this point we have the following, based on the earlier definitions:

m = 3 ( 3 neurons in total, one per element/value of confVec)

v = |O’V1H0'V2||O'V3| =2%x1x1=2

¥ tells us the number of valid strings of Is and 0s i.e. Sis, which need to be
produced later, for a given Cj, which in this case is con fvec. There are only 2 valid
Sks/spiking vectors from (5) and the rules given in (6) encoded in the Python list
r. These Sis are

<0,1,1,1,0 > 9)

<1,0,1,1,0 > (10)

In order to produce all Sgs in an algorithmic way as is done in Algorithm 2 , it’s
important to notice that first, all possible and valid Sgs ( made up of 1s and 0s)
per o have to be produced first, which is facilitated by II-1 of Algorithm 2 and its
output (the current value of the list tmp ).

Continuing the illustration of II-1, and illustrating II-2 this time, we iterate
over neuron 1 twice, since its w = 2, i.e. neuron 1 has only 2 elements which
satisfy F, and consequently, it is its 2nd element,

tmpl0][1] = 2.

For neuron 1, our first pass along its elements/list is as follows. Its 1st element,

tmp[0][0] = 1

is the first element to satisfy E, hence it requires a 1 in its place, and 0 in the
others. We therefore produce the string 10’ for it. Next, the 2nd element satisfies
E and it too, deserves a 1, while the rest get 0s. We produce the string ’01’ for it.

The new list, tmp2, collecting the strings produced for neuron 1 therefore
becomes

tmp2 = [[10, 01]]

Following these procedures, for neuron 2 we get tmp2 to be as follows:

tmp2 = [[10,01], [1]]

Since neuron 2 which has only one element only has 1 possible and valid string,
the string 1. Finally, for neuron 3, we get tmp2 to be

tmp2 = [[10,01], [1], [10]]

In neuron 3, we iterated over it only once because w, the number of elements
it has which satisfy F, is equal to 1 only. Observe that the sublist

tmp2[0] = [10, 01]

is equal to all possible and valid {1,0} strings for neuron 1, given rules in (6)
and the number of spikes in con figVec.

Tustrating II-3 of Algorithm 2, given the valid and possible {1,0} strings
(spiking vectors) for neurons 1, 2, and 3 (separated per neuron-column) from (5)
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and (6) and from the illustration of II-2, all possible and valid list of { 1,0} string/s
for neuron 1: ['10°,’01’], neuron 2: ['1’], and neuron 3: ['107].

First, pair the strings of neurons 1 and 2, and then distribute them exhaustively
to the other neuron’s possible and valid strings, concatenating them in the process
(since they are considered as strings in Python).

10" + 1" — 107’

7017
and

7107

01 + 1" — 011

now we have to create a new list from ¢tmp2, which will house the concatenations
we’ll be doing. In this case,

tmp3 = [101,011]

next, we pair up tmp3 and the possible and valid strings of neuron 3

1017 4+ ’10° — ’10110°

011’
and

101’

0117 4+ ’10° — *01110°

eventually turning tmp3 into

tmp3 = [10110, 01110]

The final output of the sub-algorithm for the generation of all valid and possible
spiking vectors is a list,

tmp3 = [10110,01110]

As mentioned earlier, ¥ = 2 is the number of valid and possible Sis to be
expected from r, My, and Cy = [2,1,1] in II. Thus tmp3 is the list of all possible
and valid spiking vectors given (5) and (6) in this illustration. Furthermore, tmp3
includes all possible and valid spiking vectors for a given neuron in a given con-
figuration of an SN P system with all its rules and synapses (interconnections).
Part II-3 is done ( m — 1) times, albeit exhaustively still so, between the two
lists/neurons in the pair.

5 Simulation results, observations, and analyses

The SNP system simulator (combination of Python and CUDA C) implements the
algorithms in section 4 earlier. A sample simulation run with the SNP system I
is shown below (most of the output has been truncated due to space constraints )
with Cp = [2,1,1]

*x*x*SN P system simulation run STARTS herexx*x*
Spiking transition Matrix:

Rules of the form a"n/a™m -> a or a"n —>a loaded:
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[727, 72), :$7, :1), :$7, :17’ :27]
Initial configuration vector: 211

Number of neurons for the SN P system is 3
Neuron 1 rules criterion/criteria and total order

tmpList = [[’10°, ’01’], [’1°’], [’10°]]

All valid spiking vectors: allValidSpikVec =
[[>10110°, ’01110°]]
A1l generated Cks are allGenCk =

[’2-1-1>, ’2-1-2°, ’1-1-2’]

End of CO
*%
*%
*k

initial total Ck list is

[’2-1-1°, ’2-1-27, ’1-1-2’]

Current confVec: 212
All generated Cks are allGenCk =

[’2-1-1>, °2-1-2°, ’1-1-2°, ’2-1-3’, ’1-1-3’]
Kok
*ok
*x
Current confVec: 112
All generated Cks are allGenCk =

[’2-1-1>, °2-1-2°, ’1-1-2°, ’2-1-3°, ’1-1-3°,
’2-0-27, ’2-0-1’]
*k
*%

Current confVec: 109
All generated Cks are allGenCk = [’2-1-1’, ’2-1-2’,

’1-0-77, ’0-1-97, ’1-0-8’, ’1-0-9]
* %

* %
* %

No more Cks to use (infinite loop/s otherwise). Stop.
*xx*xSN P system simulation run ENDS herex***

37
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That is, the computation tree for SNP system IT with Cy = [2,1,1] went down
as deep as confVec = 109. At that point, all configuration vectors for all possible
and valid spiking vectors have been produced. The Python list variable allGenCk
collects all the Cgs produced. In Algorithm 2 all the values of tmp3 are added to
allGenCk. The final value of allGenCk for the above simulation run is

allGenClk = [2-1-17, °2-1-2°, "1-1-2°, "2-1-8’, "1-1-3’, '2-0-2", "2-0-1", '2-1-4", "1-1-
47 08-0-8°, "1-1-17, 0-1-2°, "0-1-1°, '2-1-57, *1-1-5°, '2-0-}", "0-1-3°, "1-0-2", "1-0-1",
0-1-6°, "1-1-6°, '2-0-5°, "0-1-4’, '1-0-8’, "1-0-0°, 2-1-7", 1-1-7", *2-0-6", "0-1-5",
1-0-47, 12-1-8°, '1-1-8°, 2-0-7", '0-1-6°, ’1-0-57, '2-1-9°, '1-1-9°, '2-0-8’, '0-1-7’,
1-0-67, 2-1-10°, "1-1-10, '2-0-9°, '0-1-8’, *1-0-7", 0-1-9", "1-0-8’, *1-0-9]

It’s also noteworthy that the simulation for IT didn’t stop at the 1st stopping
criteria (arriving at a zero vector i.e. Cj, = [0,0,0] ) since II generates all natural
counting numbers greater than 1, hence a loop (an infinite one) is to be expected.
The simulation run shown above stopped with the 2nd stopping criteria from Sec-
tion 4. Thus the simulation was able to exhaust all possible configuration vectors
and their spiking vectors, stopping only since a repetition of an earlier generated
confVec/Cy would introduce a loop (triggering the 2nd stopping criteria in sub-
section 4.1). Graphically (though not shown exhaustively) the computation tree
for IT is shown in Figure 4.

The con fVecs followed by (...) are the con fVecs that went deeper i.e. produced
more Cs than Figure 4 has shown.

6 Conclusions and future work

Using a highly parallel computing device such as a GPU, and the NVIDIA CUDA
programming model, an SNP system simulator was successfully designed and im-
plemented as per the objective of this work. The simulator was shown to model
the workings of an SN P system without delay using the system’s matrix rep-
resentation. The use of a high level programming language such as Python for
host tasks, mainly for logic and string representation and manipulation of values
(vector/matrix elements) has provided the necessary expressivity to implement
the algorithms created to produce and exhaust all possible and valid configuration
and spiking vectors. For the device tasks, CUDA allowed the manipulation of the
NVIDIA CUDA enabled GPU which took care of repetitive and highly parallel
computations (vector-matrix addition and multiplication essentially).

Future versions of the SNP system simulator will focus on several improve-
ments. These improvements include the use of an optimized algorithm for matrix
computations on the GPU without requiring the input matrix to be transformed
into a square matrix (this is currently handled by the simulator by padding ze-
ros to an otherwise non-square matrix input). Another improvement would be
the simulation of systems not of the form (b-3). Byte-compiling the Python/host
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Fig. 4. The computation tree graphically representing the output of the simulator run
over IT with Co = [2, 1, 1]

part of the code to improve performance as well as metrics to further enhance
and measure execution time are desirable as well. Finally, deeper understanding
of the CUDA architecture, such as inter- thread/block communication, for very
large systems with equally large matrices, is required. These improvements as well
as the current version of the simulator should also be run in a machine or setup

with higher versions of GPUs supporting NVIDIA CUDA.
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Summary. Problems associated with the treatment of digital images have several in-
teresting features from a bio-inspired point of view. One of them is that they can be
suitable for parallel processing, since the same sequential algorithm is usually applied in
different regions of the image. In this paper we report a work-in-progress of a hardware
implementation in Field Programmable Gate Arrays (FPGAs) of a family of tissue-like
P systems which solves the segmentation problem in digital images.

1 Introduction

Membrane Computing is a computational paradigm inspired in the functioning of
living cells and tissues. One of its characteristic features is the use of parallelism as
a computation tool. In many of the models, the devices perform the computation
by applying parallelization in a double sense: on the one hand, several rules can be
applied simultaneously in each membrane; on the other hand, all the membranes
perform the computation at the same time.

In spite of recent efforts [15], it seems that in the next future there will not be
an implementation of P systems in vivo or in vitro. All the possible approaches to
the theoretical model lean on the current computer architectures.

In this line, many efforts have been made for obtaining a simulation of the
P system behavior with current computers [13, 16]. Most of these simulators are
thought for running on one-processor computers. These sequential machines only
perform one action per time unit and the parallelism of the membrane computing
devices is lost. This bottle-neck produces a serious discrepancy between the theo-
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retical efficiency of the P systems and the realistic resources needed for performing
a computation.

In the last years, according with the development of new parallel architectures,
new attempts have been made for approaching the computation of P systems by
performing several actions in the same step. This does not mean a real implemen-
tation of the P system, but it can be considered as a new step toward a more
realistic simulation.

The first parallel and distributed simulators were presented in 2003. In [12],
a parallel implementation of transition P systems was presented. The program
was designed for a cluster of 64 dual processor nodes and it was implemented
and tested on a Linux cluster at the National University of Singapore. In [32],
a purely distributive simulator of P systems was presented. It was implemented
using Java’s Remote Methods Invocation to connect a number of computers that
interchange data. The class of P systems that the simulator can accept is a subset
of the NOP,(coo, tar) family of systems, which have the computational power of
Turing machines.

Also in 2003, Petreska and Teuscher [29] presented a parallel hardware im-
plementation of a special class of membrane systems. The implementation was
based on a universal membrane hardware component that allows efficiently run P
system on a reconfigurable hardware known as Field Programmable Gate Arrays
(FPGAs) [35]. Recently, a new research line has arisen due to a novel device ar-
chitecture called CUDATM  (Compute Unified Device Architecture) [39]. It is a
general purpose parallel computing architecture that allows the parallel compute
engine in NVIDIA Graphic Processor Units (GPUs) to solve many complex com-
putational problems in a more efficient way than on a CPU [5, 6, 7]. Following the
research line started in [29], Van Nguyen et al. have proposed the use hardware
implementation for membrane computing applications [22, 23, 24, 25] based on
reconfigurable computing technology called Reconfig-P.

In this paper, we also explore the possibilities of the Field Programmable Gate
Arrays (FPGAs) for building a hardware implementation of P systems. The P
system model chosen for the implementation has been tissue-like P systems and
as a case study we consider the segmentation problem in 2D images.

Segmentation in computer vision (see [31]), refers to the process of partitioning
a digital image into multiple segments (sets of pixels). The goal of segmentation
is to simplify and/or change the representation of an image into something that
is more meaningful and easier to analyze. Image segmentation is typically used to
locate objects and boundaries (lines, curves, etc.) in images. More precisely, image
segmentation is the process of assigning a label to every pixel in an image such
that pixels with the same label share certain visual characteristics. Technically,
the process consists on assigning a label to each pixel, in such way that pixels
with the same label form a meaningful region. There exist different techniques to
segment an image. Some techniques are clustering methods [1, 36], histogram-based
methods [34], Watershed transformation methods [33], image pyramids methods



Designing Tissue-like P Systems to Parallel Architectures 45

[18] or graph partitioning methods [37, 38]. Some of the practical applications of
image segmentation are medical imaging [36] or face recognition [17].

Segmentation in Digital Imagery has several features which make it suitable
for techniques inspired by nature. One of them is that it can be paralleled and
locally solved. Regardless how large is the picture, the segmentation process can
be performed in parallel in different local areas of it. Another interesting feature
is that the basic necessary information can be easily encoded by bio-inspired rep-
resentations.

In the literature, one can find several attempts for bridging problems from
Digital Imagery with Natural Computing as the works by K.G. Subramanian et
al. [8, 9] or the work by Chao and Nakayama where Natural Computing and Al-
gebraic Topology are linked by using Neural Networks [10] (extended Kohonen
mapping). In this paper, we will use an information encoding and techniques bor-
rowed from Membrane Computing. This paper is a new step in the research started
at [4], where the authors present an implementation of a membrane solution of a
segmentation problem using hardware programming. In this paper, we present a
different family of tissue-like P systems to solve the problem and report the hard-
ware implementation. In what follows we assume the reader is already familiar
with the basic notions and the terminology underlying P systems?>.

The paper is organized as follows: firstly, we present our bio-inspired formal
framework. Next, we present a family of tissue-like P systems designed to obtain
an edge-based segmentation of a 2D digital image. Then, general considerations
about designing hardware P systems are studied, focusing on the segmentation
problem. The paper finishes with some conclusions and future work.

2 Formal Framework: Tissue-like P Systems

Tissue-like P systems were presented by Martin—Vide et al. in [21]. They have
two biological inspirations (see [20]): intercellular communication and cooperation
between neurons. The common mathematical model of these two mechanisms is
a network of processors dealing with symbols and communicating these symbols
along channels specified in advance.

The main features of this model, from the computational point of view, are
that cells do not have polarization and the membrane structure is a general graph.

Formally, a tissue-like P system with input of degree ¢ > 1 is a tuple

II=(X,&w,...,wg, R,im,0m),

where
1. I' is a finite alphabet, whose symbols will be called objects;
2. X(cC I') is the input alphabet;

3 We refer to [26] for basic information in this area, to [28] for a comprehensive presen-
tation and the web site [40] for the up-to-date information.
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w

. € C I (the objects in the environment);

4. wy,...,wy are strings over I' representing the multisets of objects associated
with the cells at the initial configuration;

5. R is a finite set of communication rules of the following form:

(i, u/v, j)

fori7j6{07172,""q}7i#j’u7vel—’*;
6. iy € {1,2,...,q} is the input cell;
7. oy € {0,1,2,...,q} is the output cells

A tissue-like P system of degree ¢ > 1 can be seen as a set of ¢ cells (each one
consisting of an elementary membrane) labelled by 1,2,...,q. We will use 0 to
refer to the label of the environment, i;; denotes the input region and oj; denotes
the output region (which can be the region inside a cell or the environment).

The strings wy, ..., w, describe the multisets of objects placed in the g cells
of the P system. We interpret that & C I is the set of objects placed in the
environment, each one of them available in an arbitrary large amount of copies.

The communication rule (,u/v,j) can be applied over two cells labelled by 4
and j such that u is contained in cell ¢ and v is contained in cell j. The application
of this rule means that the objects of the multisets represented by u and v are
interchanged between the two cells. Note that if either ¢ = 0 or j = 0 then the
objects are interchanged between a cell and the environment.

Rules are used as usual in the framework of membrane computing, that is, in a
maximally parallel way (a universal clock is considered). In one step, each object
in a membrane can only be used for one rule (non-deterministically chosen when
there are several possibilities), but any object which can participate in a rule of
any form must do it, i.e., in each step we apply a maximal set of rules.

A configuration is an instantaneous description of the P system IT. Given a
configuration, we can perform a computation step and obtain a new configuration
by applying the rules in a parallel manner as it is shown above. A sequence of
computation steps is called a computation. A configuration is halting when no
rules can be applied to it. Then, a computation halts when the P system reaches
a halting configuration.

3 Segmenting Digital Images

A point set is simply a topological space consisting of a collection of objects called
points and a topology which provides for such notions as nearness of two points,
the connectivity of a subset of the point set, the neighborhood of a point, boundary
points, and curves and arcs.

The most common point sets occurring in image processing are discrete subsets
of N-dimensional Euclidean space R™ with n = 1,2 or 3 together with the discrete
topology. There is no restriction on the shape of the discrete subsets of R™ used
in applications of image algebra to solve vision problems.
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For a point set X in Z, a neighborhood function from X in Z, is a function
N : X — 2% For each point z € X, N(z) C Z. The set N(z) is called a
neighborhood for x.

There are two neighborhood function on subsets of Z? which are of particular
importance in image processing, the von Neumann neighborhood and the Moore
neighborhood. The first one N : X — 22° is defined by N@)={y : y =
(r1 £ j,22) or y = (w1,22 £ k), j,k € {0,1}}, where z = (z1,22) € X C Z%
While the Moore neighborhood M : X — 2Z° is defined by ME)={y : y=
(x1£7, x2%k), j,k € {0,1}}, where x = (71, 22) € X C Z2. The von Neumann and
Moore neighborhood are also called the four neighborhood (4-adjacency) and eight
neighborhood (8-adjacency), respectively. In this paper, we work with 4-adjacency.
The point sets with the usual operations has an algebra structure (see [30]).

An Z-valued image on X is any element of ZX. Given an Z-valued image
Ic 27X, ie. I : X — Z, then Z is called the set of possible range values of I
and X the spatial domain of I. The graph of an image is also referred to as the
data structure representation of the image. Given the data structure representation
I={(z,I(x)) : = € X}, then an element (z,I(x)) is called a picture element or
pizel. The first coordinate = of a pixel is called the pizel location or image point,
and the second coordinate I(x) is called the pizel value of I at location x.

For example, X could be a subset of Z2 where x = (i, j) denotes spatial location,
and Z could be a subset of N, N3, etc. So, given an image I € ZZZ’7 a pixel of I
is the form ((4, 5), I(x)), which will be denoted by I(x);;. We call the set of colors
or alphabet of colors to the image set of the function I with domain X and the
image point of each pixel is called associated color. We can consider an order in
this set. In this paper, we denote Z as C;. Usually, we consider in digital image a
predefined alphabet of colors C. We define h = |C| as the size (number of colors) of
C. In this paper, we work with images in grey scale, then C = {0, ...,255}, where
0 codify the black color and 255 the white color.

By technical reasons, we use below different ways to codify a same pixel. For ex-
ample, if we take the pixel ((Z, j), a) we could codify with the following expressions:
Qij, Aij; a;j, 5, (a,l)ij with [ € N, etc.

A region could be defined by a subset of the domain of I whose points are all
mapped to the same (or similar) pixel value by I. So, we can consider the region
R; as the set {x € X : I(x) = i} but this kind of regions has not to be connected.
We prefer to consider a region r as a maximal connected subset of a set like R;.
We say two regions r1,ry are adjacent when at less a pair of pixel 1 € r; and
X9 € 7o are adjacent. We say x1 and xo are border pizels. If I(z1) < I(z2) we say
x1 is an edge pizel. The set of connected edge pixels with the same pixel value is
called a boundary between two regions.

From a general point of view, segmentation refers to the process of partitioning
a digital image into multiple regions. Thresholding is a method of image segmenta-
tion whose basic aim is to obtain a binary image from a colour one. The idea is to
split the set of pixels into two sets (black and white) depending on its bright and a
fixed valued, the threshold. If the bright of the pixel is greater than the threshold,
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then the pixel is labelled as object. Otherwise, it is labelled as background. After
labelling, a new binary image is created by colouring each pixel white or black,
depending on the label.

The basic thresholding method can be generalized in a natural way. Instead
of getting a binary image by labelling the original set of pixels by {0,1}, we can
consider a larger set of labels, {1,...,k} so we obtain a final image with k levels.
Another natural generalization is to replace the colour information by another
scale on the features of the pixel (bright, intensity, gray scale, etc.).

Edge detection is an important operation in a large number of image processing
applications, such as image segmentation, character recognition and scene analysis.

In this paper we work with the first one, the edge-based segmentation of 2D
digital images problem (2D-ES problem), which is described as follows: Given a
digital 2D image with pizels of (possibly) different colors, obtain the boundaries of
regions in that image.

In order to provide a logarithmic-time uniform solution to our problem, we
design a family of tissue-like P systems, IT. Given an image I of size n?, we take
the P system IT(n, k) of the family to work with I. The input data (image I) is
codified by a set of objects a;j, with a € C and 1 < 4,5 < n and k is referred to
the number of processing cells. So, when we work with a parallel architecture we
do not have to know previously an exact number of processors to work. Then, we
introduce the parameter k to solve this problem.

The functioning of a P system of the family consists of the following stages:

e First of all, the P system generates 8 auxiliary copies of the input data. Then,
we have 9 codifications of the input image, but one of them is distinguished
of the rest. So, we can work with each pixel without taking into account what
happens with the rest of the image.

e Second, the P system applies a basic noise filter in order to eliminate some
pickle noise that could affect the segmentation process. The P system will
apply the largely used average filter because of its simplicity and good results.
For each pixel, the process consists of calculating the average average of its
adjacent pixels. If the distance between the pixel and its average is greater
than a threshold p, the pixel will be considered as noise and it will be replaced
by its average colour.

e Next, the P system performs a thresholding of the image to solve the problem
of degradation of colours of pixels in the boundary of adjacent regions with
different colours.

e Once this process is finished, the P system applies a translation of rules defined
in [11] obtaining an edge-based segmentation of the image took of the previous
stage.

The family II = {II(n, k) : n,k € N} of tissue-like P systems of degree k + 1 is
defined as follows:
For each n,k € N,

H(n k)= (1Y, w,..., w1, R,im,0m1),
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defined as follows:
I' = Y U{aij, afy, aiz, Aij, Ay, AL Aig, Aig, (@, 1), (a,2)i5, (a,3)5 0 1 <4, j <
n, a € C} is the working alphabet;
the input alphabet is X' = {a;; : 1 <4,j <n,a €C,1(i,j) = a};
the environment alphabet is £ = "\ X;
the multisets of the cells are w; = {{1/;3], z/jl :1=0n+1,0<j<n+1}},
Wy =+ = Wit = T[”z/k], respectively. We call to the last k cells as processing
cells;
R is the following set of communication rules:
1. (]., a;j/a%Aij, 0)
for 1 <i,j <n.
These rules are used to generate new elements, so the P system can work in
parallel with each pixel and forget what happen with the rest of the image.
The P system first uses these elements to work with the noise of our image.

Ci—1j-1 di—15 €i—1541
2. | Lbij1 Ay fijr ) Tt
li-i—lj—l hi+1j Gi+15+1
for
- 1 S 27.7 S n,
- a,b,c,dye, f,g,h,l €CU{v}.
This type of rules are used to translate each object A;; and one copy of their
neighbours (objects) to a processing cell. We are sure that all the pixels not
go to the same cell, because our P system has n? or n%+1 objects T spread
over processing cells, each one with a similar number of copies of T'.
Ci—1j—1 diflj €i—1j+1
30|t bij—1 Ay fijy ) a0
Liv1j—1 hiv1j Gir1j1
for
- ]- S 7/7.7 S n,
- a,b,c,dye, f,g,h,l €CU{v},
—  We take p as the number of pixels with colors in C and v = 0. Then,
av(a)=(b+c+d+e+f+g+h+i)/u,
— o is the nearest colour in C to the average colour av(a) with |a—av(a)| >
p, with p € R.

Ci—1j—1 di—1j €i—1j41
4| tbij—1 Ay fy /a0
Tit1j—1 hiv1j Git1j4+1
for
-1 S 27] S n,
- a,b,c,de, f,g,h,i € CU{v},
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—  We take p as the number of pixels with colors in C and v = 0. Then,
av(a) = (b+c+d+e+ f+g+h+i)/p,
- |a—av(a)| < p, where p; € R.

This set of rules is used to detect the noise and correct it with the average
colour of its adjacent pixels. We find here a local thresholding (with respect
to the colors) with predefined threshold p. In fact, we are simulating one
of the more typical algorithms to remove noise. The P system changes the
notation of the objects which are codifying pixels and they adopt the form

a;;, with a € C.

(b /AL,0)

) Yig
for

- 1<4,5<n,

- T:(|C|/p2)7l:071727~~'7PQa

— IfbeCthenaeC (a<b<a+(r—1)anda=7-l)or (b=a=71-1),
If b=v then A =v.

These rules are used to discretize the colors dividing the set of colors in ps
subsets of length v. We find here a general thresholding (with respect to
the colors) with predefined threshold v.

. (ta A;]/Ta 1)

for

- 0<43<n+1,2<t<k+1,

- a€C.

This set of rules are used to send our transformed image to the cell 1. Now,
the objects Aj; encode the pixels of our image.

: (17 A;j/A;/jZZ]af_]’ 0)

for

- 0<i,57<n+1,

- ac€CU{v}

The P system uses these rules to generate enough copies of our image to
perform the segmentation process in the cells 2, ..., k and k+1. The objects

A;’j are used in the second part of the segmentation. The rest of the objects
are used in the first part of the segmentation.

Ci—1j-1 @71]' €i—1j+1
t, ?ijq flij fijor /Tt
tit1j-1 Nit1j Gip1j41
for
-1 S Zv] S n,
— and a,b,c,d,e, f,g,h,i € CU{v}.
These rules are defined to send new objects to the processing cells to do
the first part of the segmentation. We look for edge pixels.
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9. (t, Zijgk;l/jijgkh 0)7

10.

11.

12.

13.

14.

for
- 1<4,5,k1<n, (i,7), (k,1) adjacent pixels,
a,beC and a <b.

These rules are used to mark edge pixels. In fact, the the P system brings
from the environment an object of the form A;; for each edge pixel. Our
problem is the edge pixels not always are adjacent. So, we do not have an
only one set of connected edge pixel forming a boundary. Then, we should
add the necessary pixel to connect all the edge pixels of a boundary.
(t,Ai;/T,1)

for

- ]- S 7/7.7 S n,

- a€C.

These rules send the edge pixels to the cell 1.

(1 Al]/(a 1)1,]70)

for

- 0<i,5<n+1,

- acCU{v}

The P system uses these rules to generate two copies of our edge pixels to
perform the second part of the segmentation in processing cells.

(17 A;/j/((% 2)?]" 0)

for

- 0<i,j<n+1,

- a€CU{v}

The P system uses these rules to generate enough copies of our image to
perform the second part of the segmentation in processing cells.

(1 (@, 1)im1j-1 (a,2)im1; T,t) (1’ (0:2)icjo1 (&, i1y t)

(b 2)74 1 ((l 1)1] (aﬂl)ijfl (a72)1j
(a,1)i—1j-1 (b,2)i—1; > < (a,2)i—1j-1 (a,1)i—1; >
L, T,t) |1, T,t
< (@,2)ij—1 (a, 1)y / (a,1)ij—1  (,2)y; /
for
- 1<4,5 <n,
- a,beC

These rules are defined to send new objects to the processing cells to do
the second part of the segmentation. We look for new edge pixels.

(a,1)i1j-1 (a,2)i—1; , (@,3)i—15-1 (a,3)i1;
(1 (0,2)ij-1 (a, 1) / (0:2)ij-1 (a,3); t)
(b,2)i—1j-1 (a,1)i—1; (b,2)i—1j-1 (a,3)i—1j
(1t ! ( 1)

a,l)ij—1 a,2)j a,3)ij—1  (a,3)i
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(1 (0, 1)im1jm1 (0:2)iaj ) (0 8)ic1jo1 (0:2)in; t)

"(a,2)ij-1 (a, 1)y (@,3)ij—1  (a,3)i;

(1 (@,2)i—1j-1 (a,1)i-1; / (a,3)i—1j-1 (a,3)i1; t)
"(a, 1)1 (b,2)s (a,3)ij—1  (0,2)i;

for

- 1<4,5 <n,

- a,beC

These rules are used to complete the set of edge pixels of our image.

15. (t, (a, 3)1']‘//\, 1)
for
-1 S 17.7 S n,
- a€C.
These rules send to the cell 1 the edge pixels.

16. We can find more than one copy of an specific edge pixel, so if we wish only
one copy of each edge pixel we can add a new type of rules:
(t, (a,3)ij(a,3)ij/(a,3)i;,1)
for
- 1 S Zv] S n,
- a€C.
° iH =05 = 1.

4 The Hardware Design

In [11], some preliminary segmentation results were obtained using the tissue sim-
ulator developed in [3]. Such a tissue simulator follows one of the common features
of the first generation of simulators of P systems (see [13]): the lack of efficiency
in favor of expressiveness. Therefore, experiments performed using this tool were
extremely slow, and it could only use synthetic images of at most 30 x 30 pix-
els. Recently, a new sequential software was presented in [14], implementing ideas
borrowed from [11].

In order to make the hardware design of a tissue-like P system there are several
considerations that must be considered:

1. On a tissue-like P system, not only each cell evolve in a parallel manner. Every
rule in every cell must be executed as many times as possible at each step.
Thus, if we want that the hardware system to work exactly like the theoretical
model, the system has to implement as many minimal computation units as
the maximum number of rules in all the cells that could be executed in the
same step in order to be fully parallel. If we are designing a general tissue-like
P system which we want to use to configure different tissue-like P systems that
solve specific problems, this is probably the main problem, as this number is
defined by each P system configuration. In this case, the only way to do this is
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to design the minimal computation units as small as possible in terms of chip
area, in order to have the maximum number of them. Then, if this number is
not enough to solve our problem, the system can be designed in order to do
the following:

e Separate each conflicting step, into two or more sub-steps. So, in the first
sub-step the system executes all the possible rules, using a piece of memory
to save the results, and then it continues executing the rest of the rules that
could not be executed before due to insufficient minimal computation units

e Connect with other clone system(s) to solve the hole problem using more
computation capacity. This options is not always possible and, in general,
it is more difficult to design that the first one, but it can be the best choice
dealing with hard computation problems.

On the other hand, if we want to design a specific P system, usually the best
choice to deal with this issue is finding sets of rules that are mutually exclusive,
that is, rules that we know that if the executing condition is true for one of
them, then we know that the other ones in the same set cannot be executed.
Thus, in fact we have only to design one minimal computation unit for each
set of rules, optimizing the system area. This is the case of the described
segmentation problem, in which we know that we can define only one set of
rules mutually exclusive for each pixel, so in fact the system will have as many
minimal computation units as the biggest segmentation. So the computational
order will be constant, and the spatial order will be lineal.

. The copy rules are necessary in the theoretical tissue-like P system, but in the
hardware design it is not necessary in general to implement them as rules like
the other ones, since they can be seen as parallel readings of some informa-
tion.

So usually those rules can be ignored in the design, seeing them as multi-
lectures of the data that is trying to copy the rule. Also is easily to transform
those rules into asynchronous rules. That is the segmentation case that we
present, where main rules are synchronized by the clock system represent-
ing the synchronous P system, and the copy rules are asynchronous and are
implicit in the interconnection circuit of the design.

. Depending on the variant of tissue-like P systems we work with, cells could
create or remove other cells during the execution in order to solve the problem.
This is one of the biggest problems when simulating tissue-like P systems in
software in a efficient way, but could not be the case in hardware. The FPGAs
can be reconfigured while the system is still working. This feature help us to
design the addition or removal cell rules as partial on air reconfigurations of
the system on air easily. The only thing that we have to worry about is that
those operations are not fast in terms of time, so the steps with those rules will
be slower than the other ones. Because of that, trying to avoid those kind of
rules while defining the P system is a good practice. The segmentation problem
described has no rule of this kind.
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4. The halting condition can be redefined in order to save some final computation
step. This is the case of rule 9 on the segmentation problem. In most of
synchronous P systems, we can know that the system has finished without
make an explicit operation. For example, in our design we know that the
system stops three clock cycles after the beginning. Another simple option
can be found by observing the system behavior.

5. The system has to be always running while there are instances of the problem
that does not have been solved yet. In fact that is a consideration that have to
be done every time a hardware design is made, besides designing the P system
it is important that it can return the results whereas the system is starting
with a new problem. So, perhaps this is a consideration that has to be only
considered not only in the design step, but in the previous theoretical P system
definition before.

4.1 Segmentation Problem Design Based on FPGA

Following the segmentation example, an formal hardware system design based on
the tissue-like P system described above is shown in Figures 1, 2, 3 and 4. It
has been done by following the previous considerations. The system consists on
processing units capable of dealing with 4 x 4 images. These units can be combined
like a puzzle in order to process n x m images.

Each pixel in the image is codified with 56 bits in order to represent the theo-
retical objects (it contains color information, original color information, and type
of object). Using this codification, a 4 x 4 section of the initial image is passed
through the image port of each processing unit. Also additional information about
the neighborhood of the 4 x 4 is required in order to work correctly, using the
blec, blrec, trec, tlec, and bb, rb, tb, Ib buses for that. If the neighborhood (or a part
of it), does not exist those inputs will be at high impedance (ghost pizel).

The ¢t and k ports specify the maximum distance between the pixel and its
average (noise filter), and the number of different levels for the thresholding re-
spectively. The different system steps are controlled by the clock signal (CLK).

As it is shown in figure 1, inside the processing unit are 16 pizel processing
units capable of execute any rule for each pixel and each step (using the tech-
niques described before in the first point.). The signal change is used to feed this
units with the input data (the original image), or feed them with its own output
(representing in that way the copy rules as described before in item two).

These pizel processing units shown in figure 2 receives a pixel and its neighbor-
hood, and the ¢, k and C' LK signals, and send this information to four units that
implements the four sets of rules mutually exclusive mentioned before. The results
are collected and processed as output. In general a fixed group of pizel processing
units will represent a fixed group of cells in the theoretical model. But looking
at the described tissue-like P, we have that each cell except cells zero and one is
representing the computation of one pixel, so there is exactly one pizel processing
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Fig. 1. Processing unit, and neighborhood of an image

unit for each cell. Then we can say that these units represents each cell in the
theoretical model except zero and one.

The four units that implement the four sets of rules mutually exclusive are
shown in figure 3: removing noise rules (types 3 and 4), thresholding rules (type
5), rules of the first part of the segmentation (type 9) and rules of the second
part of the segmentation (type 14). The rest of rules of the theoretical family of
systems are rules of coping and sending objects. These units detect automatically
if the input data is a corner, an edge, or an interior pixel. Finally, in order to
deal with bigger images, we can use the blec, blrec, trec, tlec, and bb, rb, tb, [b buses
to interconnect as many as processing units we need (figure 4). A very simple
interconnection circuit is necessary in order to give the input data to the different
processing units.

The implementation of this hardware tool allows the system to apply the max-
imum number of rules at each moment, using the pizel units to solve the whole
problem. Therefore, the system works exactly like the theoretical model in terms
of complexity, time, concurrency and results. As said before, the implementation
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Fig. 3. Chips that implements the sets of rules mutually exclusive

of this design reveals that in fact the system is able to process any image of size
n X m by using at most four clock cycles.

In figure 5, it is shown a simulation of the code following the described design
that deals with 16 x 16 images, and some simple results using a SP605 Xilinx board
with a Spartan 6 XC6SLX45T FPGA chip.
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Fig. 8. 16x16 color image segmentation

5 Conclusions and Future Works

Problems associated with the treatment of Digital Images have several interesting
features from a bio-inspired point of view. One of them is that they can be suitable
for parallel processing, since the same sequential algorithm is usually applied in
different regions of the image.

In this paper, we study the advantages and drawbacks of considering a hard-
ware implementation of tissue-like P systems solving the segmentation problem on
a hardware programming tool (FPGA). The theoretical study has been made via
the language programming VHDL [2] and cuwrrently we are in the process of the
real hardware implementation.

In addition, although the segmentation example showed here is a synchronous
tissue-like P system, we want in the next future to work with asynchronous tissue-
like P systems in order to optimize performance.

Many questions remains open as future work. One of them is the treatment
of the noise in images with Membrane Computing techniques, or the paralleliza-
tion and automatization of the choice of the threshold by artificial intelligence
techniques.
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Summary. This short note proposes some ideas for considering evolutionary game the-
ory in the area of membrane computing.

1 Introduction

Evolutionary game theory is a field started by J. Maynard Smith [4] with the
aim of modelling the evolution of animal behavior by using game theory. Repli-
cator dynamics [2] is a specific type of evolutionary dynamics where individuals,
called replicators, exist in several different types. Each type of individual uses
a pre-programmed strategy and passes this behavior to its descendants without
modification. Replicator dynamics is one of the is one of most used approach to
define the evolutionary dynamics of a population.

The main idea of the mechanism the following one. One assumes a population of
players (individuals/organisms) interacting in a game composed by several possible
strategies. Individuals have fixed strategies. The players randomly interact with
other individuals (if space is considered, then the interactions are done according
to the defined structure). Each of these encounters produces a payoff for the two
individuals that depend on their strategies and on the payoff matrix that defines
the game. The payoff of all these encounters are added up. Payoff is interpreted as
fitness (reproductive success). Strategies that do well reproduce faster. Strategies
that do poorly are outcompeted.

In this note we propose the possibilities of consider replicator dynamics in the
framework of Membrane Computing (P Systems), [3].

We imagine two possibilities. The first one is using replication dynamics as
“evolution” rules of a membrane system. A second possibility consists in “simu-
lating” replication dynamics by using the tools and the notions provided by the
membrane computing paradigms.
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We believe that both possibilities could be sources of new kinds of problems
for the area.

2 Using Replicator Dynamics in P Systems

As a simple example of replication dynamics let us consider the following payoff
matrix of a well-known game, the prisoner’s dilemma, [2].

cooperate|defect
cooperate| 4,4 1,5
defect| 5,1 2,2

This is read in the following way. When a cooperator meets another cooperator,
they both gets 4. If a cooperator meets a defector, the cooperator gets 1 and the
defector 5. If two defectors meet, they both gets 2. If we have a population of
n individuals, k of them being cooperators (symbol ¢) and n — k being defectors
(symbol d) then the population is updated in the following manner (one step of
the evolutionary dynamics).

Each object ¢ receives a payoff that is the sum of all the payoffs obtained by
considering the meetings with all other players. In this case the payoff accumulated
by each single ¢ is: 4(k — 1) + 1(n — k). In the same manner, each d receives
2(n — k — 1) + 5k. The replication dynamics impose that each object (¢ or d)
replicates (produce off-springs) with a rate function of the obtained payoff (in
other words, the payof!f is interpreted as fitness, [4]).

The simplest approach could then assume that each object ¢ divides in 4(k —
1) 4+ 1(n — k) copies (off-springs), while each d divides in 2(n — k — 1) + 5k copies.
This means that each ¢ produces 4(k—1)+1(n—k) copies of ¢ and each d produces
2(n — k — 1) + 5k copies of d.

Moreover, one can also assume that, at each step, a certain number of objects is
removed from the population. The simplest scenario is to assume a death/removal
rate that indicates the number of objects (constant) removed at each step. In a
more complex scenario, the removal, as the replication, could depend on the accu-
mulated payoff (e.g., the players with worst fitness are removed). Many variants
have been considered [2].

In P systems, there is the notion of compartment that has been shown to be
relevant for the evolutionary dynamics of a population [2]. In this respect, there
are many examples that show that the evolutionary dynamics can be very different
when observed in structured populations and in homogeneous populations (e.g.,
[2]). One could then consider a P system where the objects in the compartments
represent the individuals (players) of a population. Each object indicates (is asso-
ciated to) the strategy of a certain chosen game (for instance, in the case of the
prisoner’s dilemma (PD), we have objects ¢ and d).

The population (e.g, a multiset over the alphabet ¢ and d in the PD game)
evolves, in parallel, in the compartments, according to the replicator dynamics.
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Specifically, the payoff matrix is used to calculate the payoff for each individual
object (as described above), by considering all other objects present in the same
compartment. Then, based on these obtained payoffs, one decides which objects
to replicate and which objects to remove. For instance, this could be done us-
ing thresholds (e.g., if payoff > ..then replicates, if payoff < ..then the object is
removed). Each object is then replicated (e.g., a ¢ creates more copies of ¢, a d
creates more copies of d) or is removed based on such threshold and on its obtained
payoff. Target indications could be used to move the created objects across com-
partments. The number of objects in a certain compartment could be naturally
interpreted as output produced. However, the programmability of such device re-
mains an open issue. In fact, notice that, differently from standard P systems, the
rules here cannot be programmed — they are “naturally” assigned by the evolu-
tionary dynamics.

3 Simulating Replicator Dynamics

The second possibility is to program the replication dynamics using the tools
available in the membrane computing area. The task is non-trivial, in particular
to implement the payoff-based replication that is naturally present in the replicator
dynamics.

We propose a first solution where any individual produces a new set of individ-
uals identical to the original, at each time unit according to a discrete global clock.
The number of off-spring depends on the number of encounters with defectors and
cooperators and their corresponding payoffs.

We suggest a family of P systems for dealing with prisoner’s dilemmas in its
most general form (however, the approach proposed here can be generalized to
different games). The family of P systems considers the following initial situation:
A population of n individuals, k of them being cooperators (¢) and n — k being
defectors (d). Let us consider four non negative integers R, S, T and P and the
following general payoff matrix for the prisoner’s dilemma.

cooperate|defect
cooperate| R,R S, T
defect| T.S pP.P

As standard in the area, [2], we use the terms R, reward, P, punishment, T,
temptation and S, sucker’s payoff. Hence, the 4-uple PD = (R, S, T, P) can encode
the game.

We assume the simplest replication mechanism where each individual ¢ or d is
substituted in the next stage (by using mitosis or whatever replication mode) by
as many objects of the same type as its payoff. In other words, if ¢,, and d,, is the
number of individuals of type ¢ and d in the stage n, then



66 M. Cavaliere, M.A. Gutiérrez-Naranjo

C():k‘

dozn—k
cpy1=R(c, — 1)+ Sd,
dnyr =Ty + P (dy — 1)

In the membrane computing framework one can consider rules of type ¢ — ¢
and d — d°. This reproduces the idea of replication of the original individuals.
The drawback is, of course, than a and § depends on the number of individuals
of the current configuration. This idea leads us to consider a set of rules ¢ — ¢*1,
c— c*,¢c— ¢, ..., but even in case of having an oracle which decides the right
rule in each configuration, we will need a potentially infinite amount of rules.

We propose an alternative solution that uses a P systems family (a P system
for each 4-uple (R, S, T, P) in the framework of P systems with active membranes,
[3], that computes {c,,dn tnen). The proposed systems have been checked with
the SCPS simulator [1]. As usual in this P system model, each membrane can be
crossed out by a unique object (at most) in each computation step. This feature
will be used to control the flow of objects between regions.

Given a 4-uple PD = (R, S, T, P) encoding a prisoner’s dilemma, let us consider
the following P system

HPD = <F7 Ha E07 Hy we,w5,R>

where

The alphabet of objects is I' = {c¢, ¢, Ca, €1, C2, 3, d, ds, da, d1,d2, d3, 2, 21, 22, 23, 24 };
H = {e, s} is the set of labels;

EC = {q0,q1, q2,¢3, ¢4, qc, qd, gcc, qdd} is the set of electrical charges;

the membrane structure has only two membranes, the skin with label s an an
elementary membrane with label e, u = [[]49]4%;
e the initial multisets are w. = 2z and ws = &. We also consider as input, the
population of objects c* and d"~*. They will be placed in membrane e in the
initial configuration.

We will also consider the following sets of rules

Ry = [2]2 = [z]2 [z ]2
Ry = [z — A&

Rg = [Zl _))\]22

Ry =[] —c[]#

Ry = [d]' — d[]

In the initial configuration we have only one membrane e with the population
of objects ¢ and d and one extra object z. This extra object z produces the division
(R;) of the membrane. We have two copies of the population: one with charge g1
and the second one with charge ¢2.

The main idea is that all the objects in the membrane e with charge ¢1 will pass
sequentially to membrane with charge ¢2. In this second membrane the payoffs will
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be computed. The charges will be used as traffic-lights in order to control the flow
of objects.

Rg = c[]? — [er]E

Ry = d[]# — [dl]qd
Ry = [c]i® — 2 [J2*
Ry = [d]i? — z4[]2%

When an object ¢ or d arrives to the membrane with label ¢2 with Rg or Ry,
the calculation of the payoff starts. Since an individual does not meet itself in
order to get a payoff, an object ¢ or d is sent out of the membrane (Rg or Ry).

Ry = [c1 — cac3 )¢
Rll = [dl — dgdg]g
R12 = [24 — )\]go

These rules Ryg — Rj2 are technical rules in order to adjust the proposed
P system to the model of active membranes, where rules ¢[]%? — [cac3]9¢ or
[c]2¢ — A[]2°¢ are not allowed. The computation of the payoff is performed by the
following rules:

Riz = [c— cfc]ie
Rus = [d— 5 d]ie
Ris = [c¢ — dT c]2dd
Rig = [d — df d]¢

The charge qcc can be interpreted as the visit of an individual ¢. The objects
¢ in the membrane produce R copies of ¢, and all the objects d produce S copies
of d.. Analogously, the charge gdd can be interpreted as the visit of an individual
d. In this case, the objects ¢ in the membrane produce T' copies of ¢, and all the
objects d produce P copies of d,.

The path to complete the cycle and to start again begins with the following
rules. An object zo is sent to the first membrane labeled with e in order to get a
new individual for the calculation of the payoff.

Ri7 = [CQ}ZCCH@H 2
Rig = [dp ]2 — 2 ]2
Rig = 2 (]2 — [2]0

The object ¢ or d sent out by the rule Rg or Ry is placed again on the corre-
sponding membrane by rule Ryy or Roj.

Rag
Roy

[cs — ¢]E®

[ds — d]?*
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Sending 25 into the corresponding membrane opens the traffic light by changing
the charge to ¢;. The cycle starts again and rules R4 and R5 can be triggered again,
if any object ¢ or d remains in the membrane. In order to control the behavior
of the membrane when all the objects ¢ and d have been sent out, we add some
technical rules.

Ra»
Ros

= [29 — 239!
= [23 = AP

If z3 appears in a membrane, it means that all objects ¢ or d have been sent
out in previous steps. In this case, the membrane can be dissolved and the cycle
of computing the payoffs is completed.

Roy
Ras

[23]2" — 23
23 (1% — [23]¢*

When an object z3 goes into the membrane with label e, the old objects ¢ and
d are removed and the objects ¢, and d, become the new population.

R26 = [C* _>ca]g4
R27 = [d* —)da]g4
Rog = [23 — 224 |8
Rog = [cq — )94
R30 = [da —>d]g4
Ry = [e— A
Ry = [d— A2

Finally, we change the charge of the membrane e and a new stage can start

R3z = [z4]1* — 24 []P°

3.1 Overview of the Computation

The main idea of the design is to consider two copies of the population. The first
copy (which acts as a counter) sends individuals to the second one: when all the
objects have been sent, the computation of all payoffs is completed and we finish
a cycle. In the second copy, the payoffs are computed and stored. For each object,
the P system takes five computational steps in order to calculate its payoff.

We start with the initial configuration Cp = [[zcFd"~%]90]40. Initially,
the two copies of the population are created by applying the rule Ry, C; =
[[21c8d"F ]9 [ 21c8d" 19290, The first new membrane, with label g1 will send
objects to the second one with label ¢2. At this moment, rules R4 and Rs5 can be
non-deterministically applied, but, due to the semantics of active membranes, only
one of them is chosen. Let us suppose that R3 is taken (the other case is analo-
gous) and we reach Cy = [[cF~1dn=*]93 [cFd" 192 |90, Notice that the label in
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the first membrane has been changed to ¢3. Intuitively, this membrane is closed
till the arrival of the object 29 at step 6. Objects z; are removed.

In the next step, the object ¢ in the skin is sent as ¢; into the second elemen-
tary membrane and changes the polarization, C3 = [[cF~1d" %23 [ Fdn—Fc, |1¢)20.
The process of computing the payoff of this object ¢ starts: ¢; is replaced
by cacs and one object ¢ is sent to the skin, changing again the polariza-
tion, Cy = [[cF=1dn=F ]2 [cF—1d"Fcyes ]9 24199, The computation of the pay-
off is made now by application in parallel of the rules Ry;3 and Ris. In or-
der to avoid that this rule can be applied in the next step, the object ¢y is
sent out (as z3) and the polarization changes again. According to Rj3 and
Ry4, R objects ¢, are produced for each ¢ and S objects ¢, for each d, C5 =
[[cF—Ltan—F]a3 [ck_ld"_k03cf(k_1)+s(n_k) 192 25]9°. Finally, c3 goes to ¢ in the sec-
ond elementary membrane and 2o goes into the first one, changes the polarization
and opens the membrane, Cg = [[cF~1d" 2, ]9t [ckd"’kcf(k_1)+s(n_k) 192 25]4°.
Notice that we have again two membranes, one of them with charge q1 and the
other one with charge ¢2 as in the configuration Cj. In the next steps the process
goes on by sending all the objects from the first membrane to the second one,
where the payoffs will be stored.

After 5n + 1 steps we arrive at the configuration

Csnsr = [[22]7 [den—kcf(R(k—l)-%S(n—k))dfkn—k)(Tk-%P(n—k—l)) 42120

No more objects are left in the first membrane. In C5, 12 we have an object z3
inside a membrane with label e and charge ¢;. In the next step, the rule 794 is
applied and the membrane is dissolved,

[ [denkaI:(R(k—l)—i-S(n—k))d&n—k)(Tk—i—P(n—k—l)) }QQ q0

C5n+3 = e Z3]s

The object z3 goes into the elementary membrane and changes the polarization to

44,

CSn+4 = [ [Ck’dn_kclj(R(k—1)+S(n_k))d&"_k)(Tk+P(7l—k—l))23 ]g4 ]go

This new polarization produces the updating of the payoff to a new population in
two steps, so

CEm+6 _ [ [Ck(R(k—l)-l—S(n—lc))d(n—k)(Tk:-l—P(n—k—l)) }24 24 ]gO

which is analogous to the configuration Cp, so a new stage starts (the object z4
disappears in the next step by using the rule Rjs).

4 Conclusions and Future Work

Replicator dynamics in one of most used mechanisms in evolutionary game theory.
In this context, several papers have shown the relevance of compartments and
structures. On the other hand, membrane computing explicitly investigates the
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relevances of compartments for computation. A natural possibility, proposed in
this note, is to bridge these two areas. We have sketched two possibilities. The
first one consists in using rules inspired from the replicator dynamics. A second
one consists in programming the replicator dynamics using the tools of membrane
computing. In this case, we have presented a possible solution using membrane
systems with active membranes. However several other solutions can be imagined,
in particular replacing the cell-like membrane structure by a tissue-like structure
could allow a simpler version of the simulations.
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Summary. We continue the investigation of P colonies introduced in [8], a class of
abstract computing devices composed of independent agents, acting and evolving in a
shared environment. The first part is devoted to the P colonies of the capacity one. We
present improved allready presented results concerning the computional power of the
P colonies. The second part is devoted to the modularity of the P colonies. We deal with
dividing the agents into modules.

1 Introduction

P colonies were introduced in the paper [7] as formal models of a computing
device inspired by membrane systems and formal grammars called colonies. This
model is inspired by structure and functioning of a community of living organisms
in a shared environment.

The independent organisms living in a P colony are called agents or cells. Each
agent is represented by a collection of objects embedded in a membrane.

The number of objects inside each agent is the same and constant during
computation.

The environment contains several copies of the basic environmental object de-
noted by e. The number of the copies of e in the environment is sufficient.

With each agent a set of programs is associated. The program, which deter-
mines the activity of the agent, is very simple and depends on content of the agent
and on multiset of objects placed in the environment. Agent can change content
of the environment by programs and through the environment it can affect the be-
havior of other agents.

This influence between agents is a key factor in functioning of the P colony. In
each moment each object inside the agent is affected by executing the program.

For more information about P systems see [12] or [13].
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2 Definitions

Throughout the paper we assume that the reader is familiar with the basics of the
formal language theory.

We use N RE to denote the family of the recursively enumerable sets of natural
numbers. Let X be the alphabet. Let X* be the set of all words over X' (includ-
ing the empty word ). We denote the length of the word w € X* by |w| and
the number of occurrences of the symbol a € X in w by |w],.

A multiset of objects M is a pair M = (V, f), where V is an arbitrary (not
necessarily finite) set of objects and f is a mapping f: V — N; f assigns to each
object in V its multiplicity in M. The set of all multisets with the set of objects
V is denoted by V°. The set V' is called the support of M and is denoted by
supp(M) if for all z € V' f(x) # 0 holds. The cardinality of M, denoted by
|M]|, is defined by |[M| = }_ . f(a). Each multiset of objects M with the set of
objects V! = {a1,...a,} can be represented as a string w over alphabet V', where
lwl|,, = f(a;); 1 < i < n. Obviously, all words obtained from w by permuting
the letters represent the same multiset M. The e represents the empty multiset.

2.1 P colonies

We briefly recall the notion of P colonies. A P colony consists of agents and an
environment. Both the agents and the environment contain objects. With each
agent a set of programs is associated. There are two types of rules in the programs.
The first type of rules, called the evolution rules, are of the form ¢ — b. It means
that the object a inside the agent is rewritten (evolved) to the object b. The second
type of rules, called the communication rules, are of the form ¢ «» d. When the
comunication rule is performed, the object ¢ inside the agent and the object d
outside the agent swap their places. Thus after execution of the rule, the object d
appears inside the agent and the object c is placed outside the agent.

In [7] the set of programs was extended by the checking rules. These rules give
an opportunity to the agents to opt between two possibilities. The rules are in the
form ry/ry. If the checking rule is performed, then the rule 1 has higher priority
to be executed over the rule ro. It means that the agent checks whether the rule
r1 is applicable. If the rule can be executed, then the agent is compulsory to use
it. If the rule ry cannot be applied, then the agent uses the rule ro.

Definition 1. The P colony of the capacity k is a construct
T = (Ae, f,Vg,B1,...,By), where

A is an alphabet of the colony, its elements are called objects,

e € A is the basic object of the colony,

f € A is the final object of the colony,

VE is a multiset over A — {e},

B;, 1 <i<mn, are agents, each agent is a construct B; = (O;, P;), where
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O; is a multiset over A, it determines the initial state (content) of the agent,
01| = k,
P, ={pi1,.--,Dik; } s a finite multiset of programs, where each program
contains exactly k rules, which are in one of the following forms each:
a — b, called the evolution rule,
c < d, called the communication rule,
r1/re, called the checking rule; r1, 1o are the evolution rules or the com-
munication rules.

An initial configuration of the P colony is an (n + 1)-tuple of strings of objects
present in the P colony at the beginning of the computation. It is given by the
multiset O; for 1 < i < n and by the set Vg. Formally, the configuration of the P
colony IT is given by (wy,...,w,, wg), where |w;| =k, 1 < i < n, w; represents
all the objects placed inside the i-th agent, and wg € (A — {e})° represents all the
objects in the environment different from the object e.

In the paper parallel model of P colonies will be studied. At each step of the
parallel computation each agent tries to find one usable program. If the number
of applicable programs are higher than one, then the agent chooses one of the rule
nondeterministically. At one step of the computation the maximal possible number
of agents are active.

Let the programs of each P; be labeled in a one-to-one manner by labels in a
set lab (P;) in such a way that lab (P;) Nlab(P;) =0 for i # j, 1 <i,j <n.

To express derivation step formally, we introduce following four functions for
the agent using the rule r of program p € P with objects w in the environment:

For the rule r which is a — b,c <> d and ¢ < d/¢’ < d’ respectively, and for
multiset w € V° we define:

left(a — bw)=a left(c = d,w)=c¢
right (a — b,w) =b right (¢ & d,w) = ¢
export (a — b,w) = ¢ export (¢ « d,w) = ¢
import (a — b,w) = ¢ import (¢ < d,w) =d

left(c—d/d —d w)=¢
right (c = d/d — d',w)=¢
export (¢ < d/c — d' w)=c

import (c < d/c’ < d',w) = d} for Jwlq > 1

export (¢ — d/c — d' w) =

import (¢ — d/d — d' w)=d }for [wla =0 and fwla > 1

For a program p and any a € {left, right, export,import}, let be
a (pa w) = Urepar (Tv ’LU)
A transition from a configuration to another is denoted as
(wi,...,wp;wg) = (w],...,w;wy), where the following conditions
are satisfied:
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e There is a set of program labels P with |P| < n such that
- p,pe€P,p#p, pelab(P;) implies p’ ¢ lab(P;),
— for each p € P, p € lab(P;), left(p,wg) U export (p,wg) = w;, and

U import (p, w) C wp.
peEP
e Furthermore, the chosen set P is maximal, i.e. if any other program r &

Ur<i<nlab (P;), 7 ¢ P is added to P, then the conditions listed above are
not satisfied.

Now, for each j, 1 < j < n, for which there exists a p € P with p € lab(F;),
let be w}; = right (p,wg) U import (p,wg) . If there is no p € P with p € lab(P;)

for some j, 1 < j < n, then let be w; = w; and moreover, let be

wy =wg — |J import (p,wg) U U export (p,wg).
pEP peP
A configuration is halting if the set of program labels P satisfying the conditions

above cannot vary from the empty set. A set of all possible halting configurations
is denoted by H. A halting computation can be associated with the result of the
computation. It is given by the number of copies of the special symbol f present
in the environment. The set of numbers computed by a P colony IT is defined as

N(H> = {'UElf | (wla"'7wn7VE) =% (Ul,...,Un,UE) EH}7

where (wi,...,w,, Vg) is the initial configuration, (vi,...,v,,vg) is a halting
configuration, and =* denotes the reflexive and transitive closure of =.
Consider a P colony IT = (A4, e, f, Vg, By, ..., Bp). The maximal number

of programs associated with the agents in the P colony II are called the height
of the P colony II. The degree of the P colony II is the number of agents in it.
The third parameter characterizing the P colony is the capacity of the P colony
IT describing the number of the objects inside each agent.

Let us use the following notations:
NPCOLpq(k,n,h) for the family of all sets of numbers computed by the P
colonies working in a parallel, using no checking rules and with:

- the capacity at most k,

- the degree at most n and

- the height at most h.
If we allow the checking rules, then the family of all sets of numbers computed by
the P colonies is denoted by NPCOLy,, K. If the P colonies are restricted, we use
the notation NPCOLy,, R, respectively NPCOLp. KR.

2.2 Register machines

The aim of the paper is to characterize the size of the families NPCOLyq, (k,n, h)
comparing them with the recursively enumerable sets of numbers. To meet the
target, we use the notion of a register machine.
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Definition 2. [9] A register machine is the construct M = (m, H,ly, l,, P) where:
- m is the number of registers,
- H is the set of instruction labels,
-l is the start label, ly, is the final label,
- P is a finite set of instructions injectively labeled with the elements
from the set H.

The instructions of the register machine are of the following forms:
l1 : (ADD(r),l2,13) Add 1 to the content of the register » and proceed to the
instruction (labeled with) ls or I3.
ly : (SUB(r),la,13) If the register r stores the value different from zero, then
subtract 1 from its content and go to instruction ls, other-

wise proceed to instruction [3.
lp: HALT Stop the machine. The final label [;, is only assigned to this

instruction.

Without loss of generality, it can be assumed that in each AD D-instruction
l1 : (ADD(r),ls,13) and in each conditional SU B-instruction 1y : (SUB(r),la,13),
the labels l1, o, [3 are mutually distinct.

The register machine M computes a set N(M) of numbers in the following
way: the computation starts with all registers empty (hence storing the number
zero) and with the instruction labeled ly. The computation proceeds by applying
the instructions indicated by the labels (and the content of registers allows its
application). If it reaches the halt instruction, then the number stored at that
time in the register 1 is said to be computed by M and hence it is introduced
in N(M). (Because of the nondeterminism in choosing the continuation of the
computation in the case of AD D-instructions, N(M) can be an infinite set.) It is
known (see e.g.[9]) that in this way we can compute all sets of numbers which are
Turing computable.

Moreover, we call a register machine partially blind [6] if we interpret a subtract
instruction in the following way: I; : (SUB(r);la;13) - if there is a value different
from zero in the register r, then subtract one from its contents and go to instruction
l> or to instruction [3; if there is stored zero in the register r when attempting to
decrement the register r, then the program ends without yielding a result.

When the register machine reaches the final state, the result obtained in the
first register is only taken into account if the remaining registers store value zero.
The family of sets of non-negative integers generated by partially blind register
machines is denoted by NRM,,. The partially blind register machine accepts a
proper subset of NRE.

3 P colonies with one object inside the agent

In this Section we analyze the behavior of P colonies with only one object inside
each agent of P colonies. It means that each program is formed by only one rule,
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either the evolution rule or the communication rule. If all agents have their pro-
grams with the evolution rules, the agents ”live only for themselves” and do not
communicate with the environment.

Following results were proved:

— NPCOLp, K (1,%,7) = NRE in [1],

—~ NPCOLp.-K(1,4,%) = NRE in [2]

~ NPCOLper(1,2,%) = NPBRM in [2].

Theorem 1. NPCOL,q,(1,4,%) = NRE

Proof. We construct a P colony simulating the computation of the register ma-
chine. Because there are only copies of e in the environment and inside the agents,
we have to initialize a computation by generating the initial label ly. After gen-
erating the symbol [y, the agent stops. It can continue its activity only by using
a program with the communication rule. Two agents will cooperate in order to
simulate the ADD and SUB instructions. Let us consider an m-register machine
M = (m, H,lo,ln, P) and present the content of the register ¢ by the number
of copies of a specific object a; in the environment. We construct the P colony
II=(Ae, f,0,By,...,By) with:

— alphabet A = {l;, L;, @,, , mi, m}, @,, vi,ni, | 0<i<|H|}U
U {a;|1 <i<m}U{AL | for every I; : (SUB(r),l;,l;) € H}U
U {e,d,C},
- f = ai,
-B;=(e,P), 1<i<A4.
(1) To initialize simulation of computation of M we define the agent By = (e, P;)
with a set of programs:
P1 .
1:{e—lp);
(2) We need an additional agent to generate a special object d. This agent will be
working during whole computation. In each pair of steps the agent Bs places a copy
of d to the environment. This agent stops working when it consumes the symbol
which is generated by the simulation of the instruction [; from the environment.
P2 :
2:(e—d),3:(d—e),4:(d—lp);
The P colony IT starts its computation in the initial configuration (e, e, e, e, ¢).
In the first subsequence of steps of the P colony II only agents By, By can apply
their programs.

configuration of IT

step Bl BQ B3 B4 Env P1 P2 P3 P4
1. e e e e 1 2
2. lo d 3
2

3. lo e e e d
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(3) To simulate the ADD-instruction Iy : (ADD(r),ls,13), we define two agents
Bs and By in the P colony II. These agents help each other to add a copy of

the object a, and the object 5 or I3 into the environment.
Py Py P P

(Iy < Dy), 9: H> 13: (e < Dy), 16:<8H@>
(D1 <« d), 10 : HL1>, 14 : D1HH> @Har,
(d— @), 11:(Ly — lo), 15: <—>e>, 18: (a, <€),
;<QD<—>>7 12:<L1—>l3>,

This pair of agents generate two objects. One object increments value of the
particular register and the second one defines of which instruction will simulation
continue. One agent is not able to generate both objects corresponding to the sim-
ulation of one instruction, because at the moment of placing all of its content into
the environment via the communication rules, it does not know which instruction
it simulates. It nondeterministically chooses one of the possible instructions. Now
it is necessary to check whether the agent has chosen the right instruction. For this
purpose the second agent slightly changes first generated object. The first agent
swaps this changed object for the new one generated only if it belongs to the same
instruction. If this is not done succesfully, the computation never stops because of
absence of the halting object for the agent Bs.

An instruction Iy : (ADD(r),ls,l3) is simulated by the following sequence
of steps. Let the content of the agent Bs be d.

5
6:
7:
8

configuration of IT
step Bl BQ B3 B4 Env P1 P2 P3 P4
1. l1 d e e ard’ 5 3
2. | Dy e e e atdvt! 6 2
3. d d e e Diard’ 7 3 13
4.1 @ e Dy e atdvt? 2 14
5.0 W d e atd"t! 3 15
6. | (1) e e e [ulapd't?| 8 2
7. d e e a}fd”‘|r2 9 3 16
8. e @ e a4t | 10 2 17
9. | Ly d ar e atd'*t? |11or12 3 18
10. | 1o e e e avtlgett

(4) For each SUB-instruction l; : (SUB(r