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Abstract
In this paper, we present the Big Hug Project, which aims to claim protect vulnerable citizens and help them
and their families to feel more confident when using social media communication platforms. To this end, it
proposes activities for building quality data, research in new algorithms to adapt current solutions to the
changing nature of colloquial and informal communication, the evaluation of techniques and methods and
the development of demonstrators. This project presents an interdisciplinary approach to early detection of
young people at high-risk emotional problems. The involvement of colleagues from the Clinical Psychology
and Corpus Linguistics fields, furthermore, provides the project with the necessary interdisciplinary to obtain
robust results which may be significant to society.
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1. Introduction
Human language is the main transmission medium
involved in social interaction. There are revolution-
ary Natural Language Processing (NLP) algorithms
that can provide means to prevent and predict risky
interactions, protecting the most fragile members of
our digital societies. Children and adolescents have
been identified by the World Health Organization
as being at particular risk of psychological distress
in these media1.

Human Language Technologies (HLT) can help us
build more confident environments. Thanks to NLP,
artificial intelligence solutions are able to model hu-
man language and use learned models to extract
information and understand the meaning of text
flowing through social networks. The combination
of deep learning algorithms with linguistic resources
and tools, enable the construction of monitoring
systems for the early detection of signs of misbe-
haviours like eating disorders, depression, bullying
or suicide tendencies over social media[1, 2].

To this end, the project proposes two years of ac-

1https://www.who.int/news-room/fact-sheets/detail/
adolescent-mental-health
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tivities for building quality data, research in new al-
gorithms to adapt current solutions to the changing
nature of colloquial and informal communication,
the evaluation of techniques and methods and the
development of demonstrators to leverage human-
centered solutions that will protect vulnerable citi-
zens and help them and their families to feel more
confident when using social media communication
platforms. Besides, this project presents an inter-
disciplinary approach to early detection of young
people at high-risk emotional problems. By indi-
cated prevention, scientific community has agreed
to name to high-risk individuals who are identified
as having some detectable symptoms of emotional
disorders but who do not meet criteria or a diagnosis
at the current time. The collaboration of colleagues
from the Clinical Psychology and Corpus Linguis-
tics fields, furthermore, provides the project with
the necessary interdisciplinary approach to obtain
robust results which may be significant to society.

Joint efforts of NLP with Corpus Linguistics and
Clinical Psychology are sought in this project with a
two-fold purpose: a) to analyse the results obtained
from the linguistic point of view to fine-tune and
complement the NLP findings; and b) to contrast
the results with the scientific literature on these
disorders in Clinical Psychology.

2. Participants and project funding
The project brings together 3 partners from Uni-
versity of Jaén: SINAI group from Advanced Stud-
ies Center in ICT (CEATIC), Department of Psy-
chology and Department of English Studies. This
project has been supported by the grant P20_00956
(PAIDI 2020) funded by the Andalusian Regional
Government.

3. State of the art
It is estimated 24 million children and young people
in the EU suffer from bullying every year, which
means that 7 out of 10 suffer some form of ha-
rassment or intimidation, whether verbal, physi-
cal or through new communication technologies [3].
Navarro-Gómez [4] stated that social networks allow
the viral diffusion of degrading contents. Cyber-
bullying or electronic aggression has already been
designated as a serious public health threat and
has elicited warnings to the general public from the
Centers for Disease Control and Prevention (CDC)
[5].

In another study [6], approximately 1 out of 10
people were found to develop some sort of eating

disorder, which also caused anxiety, self-harming
and a high risk of suicide. May studies have tackled
this fact from psychometrics, but better tools for
modeling the language used would help [7], even
more when eating disorders are rising all around
the world. Emotional disorders, like depression and
anxiety, affect a quarter of our population during
their lifetime [8]. Depression can be studied and
identified by monitoring users’ posts and activity
[1].

In Spain there are 10 suicides a day, twice as
many people die by suicide as by traffic accidents,
11 times more than by homicide and 80 times more
than by gender violence. A very complete overview
on how computers and algorithms can help in pre-
venting or detecting suicide risk is the one recently
published by Ji [9]. Recent studies have found that
automatic processing of social media communica-
tions is an effective way to detect suicidal ideation
by applying emotion and sentiment analysis over
textual messages [10].

NLP techniques are being applied to the analysis
of social media textual data to face new problems
like fake-news detection [11], offensive language iden-
tification [12], sentiment analysis [13], opinion min-
ing and emotion detection [14]. Social Big Textual
Data is challenging, because language varies across
time and space, language register is informal, collo-
quial and full of idioms compared to formal forms
of text. Artificial Intelligence has gained a lot of
popularity in recent years thanks to advent of Deep
Learning techniques [15]. Nevertheless, many of the
applications and problems overcome where already
attempted with traditional algorithms in machine
learning, heuristic approaches or knowledge-based
systems. The big difference to previous approaches
is that current proposals are data-driven: they are
able to learn from large amounts of data and build
models to perform different tasks with a level of
success never reached by other solutions.

This shift has been especially dramatic for NLP.
Linguistic-based methods have been surpassed by
end-to-end architectures, where no prior knowledge
on language is needed [16], but massive amounts
of data are required. During the last two years
we have witnessed the birth of amazing models
like BERT [17], GPT-2 [18] or Transformer-XL [19],
with impressive results in many different tasks. New
models seem to learn language linguistic nature from
data.

The gross research on NLP is turning towards
Transformer based models and exploring how far
these architectures are able to learn and perform
in human related tasks, being sentiment analysis,
emotion detection and hate-speech identification,
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among them.
There are previous projects in the pursuit of sim-

ilar goals, like the STOP project [20] or MENHIR
[21]. The Big Hug project is not only focused in
exploring algorithm and models for early detection
of disorders, but also in finding effective ways to
transfer these systems to real world applications.

4. Objectives of the project
The main objective is clear: a multidisciplinary
project for the research on methods and algorithms
to analyse textual streams across time and discover
patterns for an early detection of potential harmful
situations or behaviours. This global goal can be
divided into the following sub-objectives:

1. To identify valid technologies for “listening”
the interactions in digital environments.

2. To model different forms of aggressive com-
munication or risky situations.

3. To identify young people at high risk, but
by the very first time, via a screening of
altogether big data, psychological, linguistic
variables.

4. To facilitate the replication of the screening
protocol based on a well-defined methodology
and analysis plan, if the previous objective
is met.

5. To enhancement of our capabilities to feed
these artificial intelligences with quality data
by means of new techniques and methods
to process informal language or colloquial
expressions.

6. To adapt human language technologies also
to the specific one that is usually used to
make apologia of those scenarios.

7. To explore practical solutions which may be
integrated in the real world.

5. Conclusion
Dispositions for eating, anxiety and depressive dis-
orders, are multifactorial. Big Hug represents a
novel approach for mental disorders, integrating
mental health, big data and linguistics measures as
predictive measures for early diagnosis.

Research on mental health, for the early diag-
nosis and treatment of emotional mental health
problems in the young is fragmented as researchers
have traditionally worked in isolation and few stud-
ies examined the same or more than a limited set
of risk factors, neglecting novel stratification strate-
gies and development of algorithms. The Big Hug

project avoids the problems of fragmentation by
co-ordinating and developing joint activities related
to early identification in order to coordinate high
quality transnational research. The different per-
spectives and especially the different qualifications
of mental-health, applied linguistics and Informa-
tion and Communication of Technologies (ICT) spe-
cialists working in academia could stimulate the
discovery of new and creative solutions. Apart from
multidisciplinarity, there are relevant transversal
aspects in the project.
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