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Resumen: Este art́ıculo describe nuestra participación en la tercera edición del
taller de análisis del sentimiento de tuits escritos en castellano, el tass 2014. En
la evaluación competitiva de este año, se han propuesto cuatro retos: (1) análisis
del sentimiento a nivel global, (2) clasificación de tópicos, (3) extracción de as-
pectos y (4) análisis del sentimiento a nivel aspectual. Para las tareas 1 y 2 em-
pleamos una aproximación basada en aprendizaje automático, donde distintos re-
cursos lingǘısticos e información extráıda del conjunto de entrenamiento son uti-
lizados para entrenar un clasificador supervisado. Para abordar la tarea 3, nuestra
aproximación recolecta una lista de representaciones que es empleada para identi-
ficar los aspectos requeridos por los organizadores. Por último, la tarea 4 delega en
heuŕısticas para identificar el alcance de cada aspecto, para después determinar su
sentimiento a través de un clasificador supervisado. Los resultados experimentales
son prometedores y nos servirán para desarrollar técnicas más complejas en el fu-
turo.
Palabras clave: Análisis del sentimiento, Clasificación de tópicos, Extracción de
aspectos, Análisis del sentimiento a nivel aspectual.

Abstract: This paper describes our participation at the third edition of the work-
shop on Sentiment Analysis focused on Spanish tweets, tass 2014. This year’s eval-
uation campaign includes four challenges: (1) global sentiment analysis, (2) topic
classification, (3) aspect-extraction and (4) aspect-based sentiment analysis. Tasks
1 and 2 are addressed from a machine learning approach, using several linguistic
resources and other information extracted from the training corpus to feed to a su-
pervised classifier. With respect to task 3, we develop a naive approach, collecting a
set of representations to identify the predefined aspects requested by the organisers.
Finally, task 4 uses heuristics to identify the scope of each aspect, to then classify
their sentiment via a supervised classifier. The experimental results are promising
and will serve us as the starting point to develop more complex techniques.
Keywords: Sentiment Analysis, Topic-classification, Aspect-extraction, Aspect-
based Sentiment Analysis.

1 Introduction

In the age of the Web 2.0, many companies
and organisations have the need to learn from
the data shared by users in this medium.
Among the main practical applications of dis-
covering and understanding knowledge from
the opinions published on these sites are:
measuring the perception of the public with

∗ Research reported in this paper has been partially
funded by Ministerio de Educación, Cultura y De-
porte (FPU13/01180) and Xunta de Galicia (Grant
CN2012/008).

respect to a product, service or event; and
identifying its strengths and weaknesses, al-
lowing to make better marketing and busi-
ness decisions. One of the most interesting
spaces for monitoring trends is Twitter, espe-
cially for real-time purposes, given the num-
ber of active users and messages published
each day. However, it is also one of the most
challenging ones. Users are restricted to ex-
press their views in messages of up to 140
characters. This requires to build precise sys-
tems, since arguments are limited to one or



two sentences. Moreover, Twitter presents a
distinctive jargon, including elements such as
hashtags, usernames or special tags. Since a
manual monitoring of the content generated
by the users in the website is not viable, in-
dustry and academia have become interested
in designing and developing automatic tech-
niques to solve this new challenge.

In this respect, sentiment analysis (sa) is
the field of research focused on the automatic
processing of subjective information, such as
that shared by users in social networks. Most
of the related work on this area is focused on
English, since it is the predominant language
on the Internet. However, languages such as
Spanish are also playing an important role.
The aim of the workshop on sentiment analy-
sis focused on Spanish language, TASS 2014,
is to provide a standard framework for creat-
ing and evaluating systems. Held since 2012,
the participants of this third edition are en-
couraged to participate in up to four tasks.
Two of them are legacy tasks: (1) sentiment
analysis at global level and (2) topic classifi-
cation. In addition, this year’s edition pro-
poses two new challenges: (3) aspect extrac-
tion and (4) aspect-based sentiment analysis.
To evaluate them, the organisation provides
two corpora:

• General corpus: It is a collection of
Spanish tweets written by public figures
that is composed of a training and a
test set which contain 7 219 and 60 798
tweets, respectively. Each one is anno-
tated with one of these six categories:
strong positive (p+), positive (p), neu-
tral (neu), negative (n), strong negative
(n+) or without opinion (none). In ad-
dition, each tweet is annotated with a
set of topics. The corpus distinguishes
ten topics: film, football,1 economics, en-
tertainment, literature, music, politics,
sports, technology and other. This col-
lection was used to carry out both tasks
1 and 2.

• Balanced general corpus: A test subset
containing 1 000 tweets with a similar
distribution to the training corpus. It
is used for an alternate evaluation of the
performance of systems.

1This category refers to association football, also
known as soccer, which is the most popular sport in
Spain.

• Social-TV corpus: It is composed of a
training and a test set of 1 773 and 1 000
tweets, respectively. They all refer to the
2014 Final of the Copa del Rey, a Span-
ish soccer championship. Each tweet is
labelled with the aspects that occur in
it as well as their corresponding sen-
timent. For example, in the sentence
‘The team is good, but the coach is really
bad’, ‘team’ would be labelled as pos-
itive and ‘coach’ as negative. The or-
ganisation only takes into account a set
of predefined aspects, including: players
(e.g. Lionel Messi, Cristiano Ronaldo or
Iker Casillas), three teams (Barcelona,
Real Madrid and Atlético de Madrid)
and some miscellaneous aspects (general
aspects such as team, player or referee).

2 Related work

Many researchers had evaluated the perfor-
mance of a variety of approaches, especially
focused on sentiment analysis at global level,
on the tass corpora. Saralegi and San Vi-
cente (2013) present a supervised learning
approach, employing lexicons and linguistic
information to address the problem. Pla
and Hurtado (2013) follow a similar strategy,
remarking the need of having specific tools
for tokenising tweets. The contribution of
Fernández et al. (2013) consists of combining
two different approaches: a version of a rank-
ing algorithm (ra-sr) and a new proposal
using a skipgram scorer, which are used to
create sentiment lexicons able to retain the
context of the terms. Balahur and Perea-
Ortega (2013) also tackle the challenge of sen-
timent analysis at the tweet level from a ma-
chine learning approach initially designed for
English, combining and testing different sets
of features. A different strategy is proposed
by Mart́ınez-Cámara et al. (2013), where an
unsupervised approach is used to obtain in-
teresting findings which are used to improve
the performance of a supervised model used
by this team at the first edition of tass.
Montejo-Ráez, Dı́az Galiano, and Garćıa-
Vega (2013) try to solve the problem from an
Information Retrieval angle, by applying La-
tent Semantic Analysis (lsa), although they
concluded results are not promising in com-
parison to machine learning techniques.



3 NLP pipeline

To address this evaluation campaign we
rely on a natural language processing (nlp)
pipeline as a starting point, which includes
steps such as:

Preprocessing: The way people express
themselves in web environments, in addition
to the Twitter jargon, makes it necessary to
adapt nlp tools to these messages. In recent
years, some resources have appeared for to-
kenising and tagging English tweets (Gimpel
et al., 2011). However, there is a lack of this
kind of tools for Spanish. Therefore, we carry
out an ad-hoc preprocessing of tweets in or-
der to be able to apply, in an appropriate
manner, standard nlp tools. This includes
a normalisation of Twitter usernames, hash-
tags, interjections or emoticons. A detailed
description of our preprocessing algorithm
is available in Vilares, Alonso, and Gómez-
Rodŕıguez (2014b).
Part-of-speech tagging: To the best of our
knowledge, there exists no Twitter corpus an-
notated with part-of-speech (PoS) tags for
Spanish language. This means that we can-
not train a tagger specifically built for this
social network. Instead, we rely on an imple-
mentation based on the Brill (1992) tagger
provided by the nltk2 framework, using the
Ancora corpus (Taulé, Mart́ı, and Recasens,
2008) as our training set.
Dependency parsing: Let be a sentence
S of the form w1w2...wn−1wn, where wi in-
dicates the ith word within the sentence; the
result of applying a dependency parsing algo-
rithm is a graph G = {(wi, arcij , wj)}, where
wi and wj are the head and the dependent
terms, and arcij is the existing syntactic re-
lation between those terms, known as depen-
dency type. We rely on MaltParser (Nivre
et al., 2007) and the Ancora corpus to build
the parser which will serve us to obtain the
syntactic structure of the tweets.

4 Task 1: Sentiment Analysis at

the tweet level

The task focuses on classifying the sentiment
of a tweet into six (p+, p, neu, n, n+ and
none) and four (p, n, neu, none) polarities.
This year, our aim was to evaluate different
sets of features in order to measure their im-
pact on sa at the tweet level. Our approach
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is constrained, since we only use the official
training set as the sole labelled corpus. More
specifically, we use the training corpus to take
some linguistic information provided by our
nlp pipeline. As features, we tested: a bag-
of-words, as well as lemmas or part-of-speech
tags. We also include several lexicons avail-
able for Spanish language, in order to mea-
sure their effectiveness on the evaluation of
micro-texts.

• Ramı́rez-Esparza et al. (2007): It re-
lates terms with psychometric properties
(e.g. anger or anxiety) and topics (e.g.
football, sports or jobs). The number of
words that appear in a tweet referring
to each property are used as features for
our supervised classifier.

• Saralegi and San Vicente (2013): This
manually-built lexicon includes a col-
lection of positive and negative words.
It classifies terms into different classes:
general terms, terms extracted from
Twitter, tourism domain terms, colloqui-
alims and interjections. We consider the
number of positive and negative words of
each class that appear in a tweet as fea-
tures to feed to a supervised classifier.

• Brooke, Tofiloski, and Taboada (2009):
They provide a dictionary of polarity
words based on their part-of-speech tag
distinguishing between: nouns, adjec-
tives, verbs and adverbs. Each word is
labelled with a semantic orientation (so)
from -5 to 5. We again consider the num-
ber of words with a specific PoS-tag and
so, as features for the supervised classi-
fier.

• LYSA Twitter lexicon v-0.1 : We intro-
duce a new automatically-built lexicon.
The goal is to obtain a list of usual
subjective terms employed by Spanish
users in Twitter. We took the tech-
nique successfully applied by Moham-
mad, Kiritchenko, and Zhu (2013) for
English tweets. We downloaded tweets
from May 1 to June 31, 2014, contain-
ing a list of seed hashtags (the synonyms
of ‘#good’ and ‘#bad’ ). We split the
tweets into word unigrams and we com-
pute the pointwise mutual information
(pmi) for the hypothetical classes pos-
itive (p) and negative (n). We finally
compute the so of a term x as follows,



like Mohammad et al.:

SO(x) = PMI(x, P )−PMI(x,N) (1)

The resulting so is then normalised
to a number between 5 and -5, follow-
ing an strategy applied by other
authors (Taboada et al., 2011).
This automatically-built dictio-
nary can be freely downloaded at
http://www.grupolys.org/software/

LYSA/LYSA-v-0.1.txt

The collected features are used to train a
liblinear classifier (Fan et al., 2008). We
also consider applying feature selection fil-
ters, as we did last year. Specifically, we in-
clude an information gain (ig) filter, which
measures the relevance of each feature with
respect to the class, where features with an ig

of zero are irrelevant to classify an instance.
Readers are encouraged to test a model based
on this approach at miopia.grupolys.org.
It is free to use via an api.

4.1 Results

Tables 1 and 2 illustrate the performance of
different models when performing a classifi-
cation into 6 and 4 polarities. In both cases,
we carried out a 5-fold cross-validation (cv)
over the official training set. Values are com-
puted as micro-averages. The performance of
the different models maintains a similar rank-
ing for the two evaluations proposed by the
organisation.

Table 3 compares the performance on
these tasks with respect to the rest of par-
ticipants of the TASS 2014.

5 Task 2: Topic Classification

This is a legacy task proposed by the or-
ganisation since the first TASS edition. The
aim is determining what a tweet is talking
about. Ten topics are taken into account:
film, football, economics, entertainment, lit-
erature, music, politics, sports, technology
and other. This is a multi-label classifica-
tion problem, since a user can relate more
than one topic in the same tweet. In Vi-
lares, Alonso, and Gómez-Rodŕıguez (2014a)
we presented an evaluation of different su-
pervised models for topic classification us-
ing linguistic knowledge. We chose a one
vs all strategy to address the problem of as-
signing multiple labels to the same instance:

Model P R F1 Acc.

lptesm* 0.439 0.471 0.441 0.471
lptes 0.439 0.470 0.440 0.469
lpte 0.435 0.467 0.435 0.467

lptesm*
0.438 0.463 0.446 0.463

(no ig)
lpt 0.420 0.450 0.418 0.449
lp 0.422 0.451 0.417 0.451
l 0.406 0.422 0.386 0.423
w 0.410 0.416 0.379 0.416
e 0.333 0.408 0.331 0.408
p 0.354 0.395 0.341 0.395
s 0.355 0.3410 0.272 0.342
m 0.112 0.2690 0.156 0.269

Table 1: Performance on the 6 polarities
training set (5-fold cv) of different models.
w stands for features obtained from a bag-
of-words, l from lemmas, p from (Ramı́rez-
Esparza et al., 2007), t from PoS-tags, e

from (Saralegi and San Vicente, 2013), s

from (Brooke, Tofiloski, and Taboada, 2009)
and m from our automatically-built lexicon.
Models marked with an ‘*’ indicate our offi-
cial runs (task 1).

Model P R F1 Acc.

lptesm*
0.617 0.643 0.626 0.643

(no ig)
lptesm* 0.610 0.638 0.615 0.638
lptes 0.608 0.636 0.613 0.636
lpte 0.603 0.633 0.613 0.633
lpt 0.583 0.615 0.592 0.615
lp 0.583 0.613 0.590 0.613
l 0.559 0.589 0.565 0.589
w 0.564 0.590 0.565 0.589
e 0.545 0.558 0.538 0.558
p 0.516 0.556 0.529 0.556
s 0.525 0.473 0.437 0.473
m 0.342 0.459 0.375 0.459

Table 2: Performance on the 4 polarities
training set (5-fold cv) of different models
(task 1).

given a set of labels, N, we create |N| clas-
sifiers where each one is able to distinguish
a class i from the other classes j, where
i ∈ N ∧ j ∈ N ∧ i 6= j. The experimentation
was made on the tass 2013 corpus, obtaining
that a model which used a bag-of-words and
bi-grams of lemmas as features, was able to
achieve a consistent performance. Thus, we
used that model for this year’s edition. Two
runs were submitted, where the only differ-
ence was the inclusion (or not) of an ig filter
as a previous step.



Team
Accuracy

6 6 (1k) 4 4 (1k)

elirf-upv 0.6431 0.481 0.7091 0.6591
elhuyar 0.6102 0.4742 0.6992 0.6353

lys 0.5783 0.4554 0.6753 0.6372
sinai 0.5134 0.4643 0.6124 0.6334
jrc 0.4846 0.4225 0.6115 0.5625

sinai-esma 0.5095 0.3686 0.6066 0.5236
ipn 0.3737 0.3477 0.5647 0.5187

Table 3: Ranking for task 1 of TASS 2014.
Some teams submitted more than one run,
although we only show the best performance
obtained for each participant. Subscripts
indicate their rank for each corpus. The
columns 6 (1k) and 4 (1k) refer to the clas-
sification on the balanced general corpus for
six and four polarities.

5.1 Results

In this case, we made an 80-20 split of the of-
ficial training set, to create a a custom train-
ing and development set.3 To evaluate our
models we used standard metrics for multi-
label classification: Hamming loss distance,
label-based accuracy and exact-match. They
are calculated according to equations 2, 3 and
4, where L is the number of different labels,
D is the number of instances, Yi are the la-
bels expected for an instance i and Zi are the
labels predicted for an instance i :

Hamming loss = 1
|D|

∑|D|
i=1

Yi△Zi

L
(2)

Label–based accuracy = 1
|D|

∑|D|
i=1

Yi∩Zi

Yi∪Zi
(3)

Exact match = #instances exactly labelled
#instances

(4)

We show in Table 4 the performance of
our two runs on the development set.

Model EM LBA HL

wbl 0.454 0.495 0.684
wbl (no ig) 0.470 0.511 0.094

Table 4: Performance for our models on the
development set (task 2).

3A one vs all strategy is costly in terms of time if
it is addressed from a sequential perspective, so we
decided not to use cross-validation.

On the other hand, Table 5 compares our
approach with the rest of the participants.

Model P R F1

elirf-upv 0.700 0.706 0.703
lys 0.683 0.596 0.636
ipn 0.271 0.332 0.299

Table 5: Ranking for task 2 of tass 2014.

6 Task 3: Aspect extraction

The aim of task 3 is detecting the aspects
from a predefined list, related with the foot-
ball domain. Those aspects may refer to a
player or a team, as we explained in previous
sections.

Given the training set, we first obtain for
each aspect a set of its representations. A rep-
resentation is a particular form of referring to
a concept, entity or a target. For example,
the aspect Football Player Lionel Messi may
have different representations in the training
set, such as ‘Messi’, ‘Leo’ or ‘Leo Messi’. The
resulting collection of aspects and their rep-
resentations is used to identify those same
aspects when processing new instances. If
a representation matches in a tweet, we hy-
pothesise that we have found an aspect. This
is a naive approach which will serve as a fu-
ture starting point to build more complex
techniques. However, since the task was lim-
ited to an small set of predefined aspects, we
achieved an acceptable performance both on
the development and the official test set, as
shown below.

6.1 Results

To evaluate our model, we made again a ran-
dom split of the original training set, employ-
ing the 80% of the corpus as our training set
and the remaining 20% as the development
set. We detail the performance obtained for
each aspect in Table 6. The comparison with
respect to the rest of participants can be
found in Table 7.

7 Task 4: Aspect-based Sentiment

Analysis

Once we have identified a representation of
an aspect, the next step consists of detecting
its scope of influence, i.e. the fragment of the
text which is talking about the aspect that
was referred to. In this paper, we propose



Aspect P R F1 #

Isco 1.000 1.000 1.000 7
Dani Carvajal 1.000 1.000 1.000 5
Xavi Hernández 1.000 1.000 1.000 3
Sergio Busquets 1.000 1.000 1.000 1
Andrés Iniesta 1.000 1.000 1.000 1
Carles Puyol 1.000 1.000 1.000 1
Gareth Bale 1.000 1.000 1.000 45

Karim Benzema 1.000 1.000 1.000 1
Pepe 1.000 1.000 1.000 3

Neymar Jr. 1.000 1.000 1.000 14
Jesé Rodŕıguez 1.000 1.000 1.000 3
Sergio Ramos 1.000 0.958 0.979 48
Lionel Messi 0.980 0.961 0.970 51

Pinto 1.000 0.923 0.960 13
Marc Bartra 1.000 0.909 0.952 11
Iker Casillas 0.950 0.905 0.927 21
Real Madrid 0.896 0.938 0.916 128

Cristiano Ronaldo 1.000 0.833 0.909 24
Dani Alves 0.833 1.000 0.909 5
Barcelona 0.889 0.914 0.901 70
Entrenador 0.947 0.857 0.899 21

Angel Di Maŕıa 1.000 0.625 0.769 8
Partido 0.597 0.875 0.709 88

Árbitro 1.000 0.400 0.571 5
Afición 0.550 0.512 0.530 43

Cesc Fábregas 1.000 0.333 0.499 6
Jugador 0.308 0.500 0.381 16

Autoridades 0.120 0.500 0.194 6
Retransmisión 0.000 0.000 0.000 4

Equipo 0.000 0.000 0.000 3
Javier Mascherano 0.000 0.000 0.000 2
Asier Ilarramendi 0.000 0.000 0.000 1
Atlético de Madrid 0.000 0.000 0.000 2

Weighted average 0.799 0.858 0.827 660

Table 6: Performance on the development set
(task 3).

Model P R F1

elirf-upv 0.906 0.911 0.909
lys 0.810 0.903 0.854

Table 7: Ranking for task 3 of tass 2014.

and evaluate different heuristics to detect the
scope of an aspect:

• Whole tweet scope (baseline): The whole
content of the tweet where an aspect ap-
pears is taken as the scope.

• Sentence scope: The sentence where the
aspect was found is taken as the hypo-
thetical scope. Since tweets are short,
this heuristic would be in most cases
equivalent to the baseline.

• Syntactic scope: Given a word of the
graph, wi, which corresponds to the root

of a subtree referring to an aspect, its
scope is the subtree rooted at the ances-

tor node k levels above it, w
(k)
i , where

1 ≤ k ≤ 3. Figure 1 illustrates how
these heuristics work. The example con-
tains three representations of aspects,
highlighted in bold letters: (1) ‘Madrid
fans’, (2) ‘they’ (referring also to the
Real Madrid supporters) and (3) ‘keeper’
(which in this case would be Iker Casil-
las). The solid-line box indicates the
scope for each aspect, when k = 1. The
obtained scope seems to be reliable for
‘they’, but it is too large for the term
‘keeper’. And it is clearly incomplete for
the aspect ‘Madrid fans’. On the other
hand, the dashed line boxes show the re-
sulting scope when k = 2. Finally, the
dotted line shows the scope obtained for
‘Madrid fans’, when k = 3.

The sentiment of each scope is then ob-
tained by a supervised classifier. The model
employed was the same as in our official runs
for task 1, although the training corpus was
different. We built a custom training set
for each heuristic from the social tv corpus.
Taking the output of task 3, where we iden-
tify a set of aspects for each tweet, we apply
our scope heuristics, obtaining the potential
fragments of text related with them. We use
those fragments as our training sets (one for
each heuristic), assigning to them the polar-
ity corresponding to the referred aspect in the
original training set.

Figure 1: Example for different scope detec-
tion heuristics.



7.1 Results

Table 8 shows the performance for the dif-
ferent scopes proposed. We performed a 5-
fold cross-validation on our custom training
sets. The employment of syntactic structure
is useful in terms of precision, recall and F-
measure, compared with snippets such as the
tweet or the sentence.

Scope P R F1 Acc.

head term
0.620 0.627 0.622 0.628

(no ig)
head term 0.594 0.600 0.596 0.600
3-levels up 0.564 0.582 0.565 0.582
2-levels up 0.565 0.581 0.569 0.581
sentence 0.562 0.578 0.562 0.577
tweet 0.561 0.576 0.559 0.576

Table 8: Performance on the custom training
set (5-fold cv) for different scope heuristics
(task 4).

Finally, Table 9 ranks the participant sys-
tems for task 4.

Team P R F1

elirf-upv 0.578 0.596 0.586
lys 0.518 0.577 0.546

Table 9: Ranking for task 4 of tass 2014.

8 Conclusions and Future work

This paper has described the participation
of the LyS research group at tass 2014.
The proposed challenges are addressed from
a natural language processing perspective.
Tasks 1 (global sentiment analysis) and 2
(topic classification) rely on a machine learn-
ing approach to obtain the classifications. On
the other side, task 3 (aspect-detection) fol-
lows an unsupervised perspective. Finally,
task 4 (aspect-based sentiment analysis) em-
ploys heuristics to identify the scope of each
aspect, to then apply a supervised classifier
to obtain their sentiment. The official re-
sults reinforce the robustness of the proposed
models. As future work, we are especially in-
terested in addressing problems related with
aspect-based sentiment analysis. The work-
shop has focused on identifying a predefined
list of aspects related with the football do-
main. We plan to explore semi-supervised
techniques to be able to detect and extract
new aspects. In this respect, studies such as

(Vechtomova, 2014) could help to enrich our
future approaches. In this paper we also pro-
posed a naive algorithm to identify the scope
of influence of the aspects, showing the use-
fulness of employing syntactic information.
We would like to explore more complex tech-
niques to push performance beyond lexical-
based approaches.
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Garćıa Cumbreras, M. Teresa Mart́ın-
Valdivia, and L. Alfonso Ureña López.
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Villena Román, 2013), pages 195–199.

Nivre, J., J. Hall, J. Nilsson, A. Chanev,
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