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Kassai út 26, 4028 Debrecen, Hungary
battyanyi.peter@inf.unideb.hu

vaszil.gyorgy@inf.unideb.hu

Summary. We present a transformation of membrane systems, possibly with pro-
moter/inhibitor rules, priority relations, and membrane dissolution, into formulas of
the chemical calculus such that terminating computations of membranes correspond to
terminating reduction sequences of formulas and vice versa. In the end, the same result
can be extracted from the underlying computation of the membrane system as from the
reduction sequence of the chemical term. The simulation takes place in a typed chemical
calculus, but we also give a short account of the untyped case.

1 Introduction

In the present paper we continue the investigations started in [2, 3] concerning
the possibility of defining the semantics of membrane systems with rewriting logic
[1, 2] in order to obtain a logical description of membrane system computations.

The direct precedent of our work is [7] where a logical description of simple
membrane systems was given using the γ-calculus of Banâtre and Le Métayer
from [6] (see also [4] for more details). Their aim was to free the expression of
algorithms from the sequentiality which is not inherently present in the problem
to be solved, that is, the sequentiality which is implied by the structure of the
computational model on which the given algorithm is to be performed. They called
their calculus chemical calculus, and the underlying computational paradigm the
chemical paradigm of computation while the execution model behind them closely
resembles the way chemical reactions take place in chemical solutions. A chemical
“machine” can be thought of as a symbolic chemical solution where data can be
seen as molecules and operations as chemical reactions. If some molecules satisfy a
reaction condition, they are replaced by the result of the reaction. If no reaction is
possible, the program terminates. Chemical solutions are represented by multisets.
Molecules interact freely according to reaction rules which results in an implicitly
parallel, non-deterministic, distributed model.

In what follows, using a slightly modified variant of the operational semantics of
membrane systems presented in [3], we show how to transform a membrane system
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with rules using promoters/inhibitors (see [8]), priorities, and also the possibility
of membrane dissolution (introduced already in [9]), into formulas of the chemical
calculus, such that terminating computations of the membrane system correspond
to terminating reduction sequences of formulas and vice versa.

2 Preliminaries

In this section we present the basic notions and notations we are going to use.
For a comprehensive treatment of membrane systems ranging from the basic def-
initions to their computational power, see the the monographs [10, 11], for more
information on the chemical calculus, we refer to [4, 5].

A finite multiset over an alphabet V is a mapping m : V → N where N denotes
the set of non-negative integers, and m(a) for a ∈ V is said to be the multiplicity
of a in V . We say that m1 ⊆ m2 if for all a ∈ V , m1(a) ≤ m2(a). The union
or sum of two multisets over V is defined as (m1 + m2)(a) = m1(a) + m2(a),
the difference is defined for m2 ⊆ m1 as (m1 − m2)(a) = m1(a) − m2(a) for
all a ∈ V . The multiset m can also be represented by any permutation of a

string w = a
m(a1)
1 a

m(a2)
2 . . . a

m(an)
n ∈ V ∗, where if m(x) 6= 0, then there exists j,

1 ≤ j ≤ n, such that x = aj . The set of all finite multisets over an alphabet V is
denoted byM(V ), the empty multiset is denoted by ∅ as in the case of the empty
set.

2.1 Membrane systems

A membrane system, or P system is a structure of hierarchically embedded mem-
branes, each having a label and enclosing a region containing a multiset of objects
and possibly other membranes. The unique out-most membrane is called the skin
membrane. The membrane structure is denoted by a sequence of matching paren-
theses where the matching pairs have the same label as the membranes they rep-
resent. We assume the membranes are labelled by natural numbers {1, . . . , n}, and
we use the notation mi for the membrane with label i. Each membrane mi, except
for the skin membrane, has its parent membrane, which we denote by µ(mi). As an
abuse of notation µ stands for both the membrane structure and both for the func-
tion determining the parent membrane of a membrane. To facilitate presentation
we assume that µ(mj) = mi implies i < j.

The evolution of the contents of the regions of a P system is described by rules
associated to the regions. The system performs a computation by passing from one
configuration to another one, applying the rules synchronously in each region. In
the variant we consider in this paper, the rules are multiset rewriting rules given
in the form of u→ v where u, v are multisets, and they are applied in the maximal
parallel manner, that is, as many rules are applied in each region as possible. The
end of the computation is defined by the following halting condition: A P system
halts when no more rules can be applied in any of the regions; the result is a
number, the number of objects in a membrane labelled as output.

A P system of degree n ≥ 1 is a construct

Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn)

where
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- O is an alphabet of objects,
- µ is a membrane structure of n membranes,
- wi ∈M(O), 1 ≤ i ≤ n, are the initial contents of the n regions,
- Ri, 1 ≤ i ≤ n, are the sets of evolution rules associated to the regions; they

are of the form u → v where u ∈ M(O) and v ∈ M(O × tar) where tar =
{here, out} ∪ {inj | 1 ≤ j ≤ n}, and

- ρ1, . . . , ρn are the priority rules associated with membranes m1, . . . ,mn.

The evolution rules of the system are applied in the non-deterministic, max-
imally parallel manner to the n-tuple of multisets of objects constituting the
configuration of the system. A configuration is the sequence C = (v1, . . . vn, µC)
where vi ∈ O∗, 1 ≤ i ≤ n are the contents of the membranes, and µC is the
current membrane structure. For two configurations C1 = (u1, . . . , un, µC1

) and
C2 = (v1, . . . , vn, µC2), we can obtain C2 from C1, denoted as C1 ⇒ C2, by apply-
ing the rules of R1, . . . , Rn. Let R = R1∪R2∪ · · ·∪Rn, where Ri = {ri1, . . . , riki}
is the set of rules corresponding to membrane mi. The application of u→ v ∈ Ri
in the region i means to remove the objects of u from ui and add the new objects
specified by v to the system. The rule application in each region takes place in a
non-deterministic and maximally parallel manner. This means that the rule appli-
cation phase finishes, if no rule can be applied anymore in either region. As a result,
each region where rule application took place, is possibly supplied with elements
of the set O × tar. We call a configuration which is a multiset over O ∪ O × tar
an intermediate configuration. If we want to emphasize that C = (w1, . . . , wn, µ)
consists of multisets over O, we say that C is a proper configuration. Rule ap-
plications can be preceded by priority check, if priority relations are present. Let
ρi ⊆ Ri ×Ri 1 ≤ i ≤ n be the (possibly empty) priority relations. Then r ∈ Ri is
applicable only if no r′ ∈ Ri can be applied with (r′, r) ∈ ρi. We may also denote
the relation (r′, r) ∈ ρi by r′ > r.

In the next phase the objects coming from v should be added to the regions as
specified by the target indicators associated to them. If v contains a pair (a, here) ∈
O × tar, then a is placed in region i, the region where the rule is applied. If v
contains (a, out) ∈ O × tar, then a is added to the contents of the parent region
of region i; if v contains (a, inj) ∈ O × tar for some region j which is contained
inside the region i (so region i is the parent region of region j), then a is added to
the contents of region j.

The symbol δ marks a region for dissolution. When it is introduced in the
membrane by a rule, after having finished the maximal parallel and communication
steps, the actual membrane disappears. Its objects move to the parent membrane
and its rules can not be applied anymore.

We can render promoter/inhibitor sets, prom/inhib, to each rule r = (u →
v) ∈ Ri. The promoter/inhibitor sets belonging to r are subsets of O. When r
is going to be applied they act as follows: r can be applied to the content wi of
membrane mi only if every element of prom is present in w and no element of
inhib can be found in w.

2.2 The chemical calculus

We give a brief summary of the chemical calculus following the presentation in [4]
and [5]. Chemical programming is the formal equivalent of Gamma programming,
which is a higher order multiset manipulating program language. Like Gamma
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programming, the chemical calculus is also based on the chemical metaphor: data
are represented by γ-terms, which are called molecules, and reactions between
them are represented by rewrite rules. We begin with the basic definitions. The
syntactical elements of molecules, reaction conditions, and patterns, denoted by
M, C and P , respectively, are defined as follows.

M := x | (M1,M2) | 〈M〉 | γ(P )[C].M

where x is a variable standing for any molecule, (M1,M2) is a compound molecule
built with the commutative and associative “,” constructor operator, 〈M〉 is called
a solution, and γ(P )[C].M is called a γ-abstraction with pattern P , reaction con-
dition C, result M . The γ-abstraction encodes a rewriting rule: when the pattern
P is respected and the condition C is met, a substituted variant of M is created
as a result. A pattern is

P := x | (P1, P2) | 〈P 〉,

where x matches any molecule, (P1, P2) matches a compound molecule, and 〈P 〉
matches an inert solution, that is, a solution where no reaction can occur: it consists
entirely of solutions or entirely of γ-abstractions. (The contained solutions can still
be active, however.)

The solution 〈M〉 encapsulates the molecule M which is inside the solution,
and thus, insulated from molecules outside the solution. The contents of solutions
can only be changed by reactions which occur inside the solution.

Now we define how patterns are matched, which requires the notion of sub-
stitution. A substitution is a mapping φ from the set of variables to the set of
molecules. We can define the application of a substitution to as follows:

φx = φ(x)

φ(M1,M2) = φM1, φM2

φ〈M〉 = 〈φM〉
φ(γ(P )[C].M) = γ(P )[C].φ′M,

where φ′ is obtained from φ by removing from the domain all the variables which
occur in P .

The result of a match is an assignment of molecules to variables. The first argu-
ment of match is a pattern, the second one is a molecule, its value is a substitution.
Let x denote a variable, P a pattern, and M a molecule. Then we define

match(x,M) = {x 7→M}
match((P1, P2), (M1,M2)) = match(P1,M1) ◦match(P2,M2)

match(〈P 〉, 〈M〉) = match(P,M) provided inert(M)

match(P,M) = fail in every other case,

where ◦ denotes the operation of function composition.
The reaction rule is defined as

γ(P )[C].M,N → φM,

where match(P,N) = φ assigns values to variables in such a way that φ(C) holds
in the typed case or reduces to true in the untyped case. In this case true can be
a special constant defined in advance, for example, true
 γ〈x〉[x].x.
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We can define an operator replace (cf. [5]) which does not vanish in the course
of the reduction:

replace P by M if C 
 let rec f = γ(P )[C].M, f in f.

Then the new operator obeys the following reduction rule:

replace P by M if C,N → replace P by M if C, φ(M),

where match(P,N) = φ and either φ(C) is true or it reduces to true.
At this point we should mention that the simulation takes place in the typed γ-

calculus ([5]), because it is more convenient to talk about equality and comparison
of integer values, than to check whether the conditional part of an untyped γ-
expression reduces to true (which is, in fact, undecidable in the general case). We
could, however, restrict the γ-expressions taking part in the simulation in such a
way that their conditional parts form a fragment of the γ-calculus that is decidable
with respect to equality. (We can take, e. g., the γ-calculus equivalents of Church
numerals and define Boolean operations on them.)

3 Results

First we introduce molecules for the description of membrane system configura-
tions.

Notation 1 Let [x, y] = (〈x〉, y), and [x1, . . . , xn, xn+1] = [[x1, . . . , xn], xn+1].

Remark 1. Let P = [x1, x2, . . . , xl] be a pattern in the sense of the previous sec-
tion, and M = [s1, s2, . . . , sl], where s1, . . . , sl are arithmetical expressions, i.e.
expressions composed of natural numbers, variables and arithmetical operations.
If we assume that none of the xi appears among the free variables of s1, . . . , sl,
then match(P,M) = Φ 6= fail implies Φ = [x1/s1, x2/s2, . . . , xl/sl], where Φ is
the simultaneous substitution formed by the substitutions [x1/s1], . . . , [xl/sl]. In
other words, in this special case, the molecule [x1, x2, . . . , xl] behaves as an ordered
tuple.

If we use a, b as variables for elements of O and r as a rule variable, respectively,
then we say that a rule r = u→ v ∈ Ri is valid with respect to the configuration
(w1, . . . , wn, µ) if the following conditions hold:

1. membrane structure µ contains membrane mi,
2. (∀a ∈ promr) (wi(a) ≥ 1),
3. (∀a ∈ inhibr) (wi(a) = 0), and
4. (∀a ∈ O)(∀ 1 ≤ j ≤ n) (v(a, inj) ≥ 1) implies that µ contains the mem-

brane mj (mj is not dissolved) and µ(mj) = mi, namely mi is the parent
membrane of mj .

where promr ⊆ O and inhibr ⊆ O denotes the set of promoters and inhibitors
associated to rule r, respectively.

A description of a membrane system configuration as above is a molecule of
the form
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Descr = [c11, . . . , c1k, . . . , cn1, . . . , cnk,

c11, . . . , c1k, . . . , cn1, . . . , cnk,

d1, . . . , dn,

p11, . . . , p1k1 , . . . , pn1, . . . , pnkn ],

where cij and cij are natural numbers (1 ≤ i ≤ n, 1 ≤ j ≤ k), di ∈ {0, 1}
(1 ≤ i ≤ n) and pikj ∈ {0, 1} (1 ≤ i, j ≤ n). If N is a description we denote by cij ,
cij , etc. the respective parts of N .

Let C = (µ,w1, . . . , wn) be an (intermediate) configuration. A description
Descr(C) corresponding to C is a description, where cij = wi(aj) and cij =
wi(aj , here) +

∑
p 6=i,µ(mi)=mp wp(aj , ini) +

∑
µ(p)=i wp(aj , out) with (1 ≤ i, p ≤ n)

and (1 ≤ j ≤ k). Here µ(p) denotes the parent membrane of mp, and recall that
w(a) denotes the number of elements a in the multiset w. Intuitively, cij stands
for the number of occurrences of aj in mi, and cij denotes the location of the
targeted elements of O. Moreover, di = 1 iff mi is dissolved or under dissolution
and pikj describes the validity of rules: rule rikj is valid iff pikj = 1, if C is a proper
configuration. If C →∗ C ′, and C ′ is an intermediate configuration and there are
no proper configurations in the reduction sequence other than C, then p′ikj = 1 in

the description of C ′ iff pikj = 1 in the description of C. Observe that if C is a
proper configuration then cij = 0 for every possible i and j. When a configuration
is proper, di = 1 implies wi = 0.

A pattern for a description is a tuple of the form

S = [xm1a1 , . . . , xm1ak , . . . , xmna1 , . . . , xmnak , (1)

xm1a1 , . . . , xm1ak , . . . , xmna1 , . . . , xmnak ,

xd1 , . . . , xdn , xr1k1 , . . . , xrnkn ].

Let Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn) be a P system, and let C ′ =
(w′k1 , . . . , w

′
kj
, µ′) be a proper configuration obtained from the initial configuration

in a finite number of computational steps, where 1 ≤ k1 < . . . < kj ≤ n. Then the
description of C ′ relative to µ is the description obtained from Descr(C ′) when
we set di = 1 for i /∈ {k1, . . . , kj} and cij = 0 (1 ≤ j ≤ k) and pil = 0 for every
rule ril ∈ Ri. That is, we supplement Descr(C ′) as if it were a description of an
n-ary membrane system by treating the missing membranes as empty membranes.
We denote the description of a configuration C ′ relative to µ by Descrµ(C ′).

Because a description should also contain information about the structure of
the original P system itself, we append a representation of the function µ at the
end of each description. Let Π be a P system of order n as before. Then a tuple
[p2, . . . , pn] of length n−1 is appended to every description in the simulation with
the following meaning: if membrane mj has membrane mi as its parent, then pj =
i. Since the Skin has no parent membrane, numbering begins with 2. Likewise, a
description pattern is expanded with the tuple [xp2 , . . . , xpn ]. Since the structure
of the original P system remains the same in the course of the simulation process,
we do not indicate the appended values for µ, they are implicitly understood to
be there.

With this in hand we are able to define the molecule in charge for deciding rule
validity. Let r = u→ v ∈ Ri, and S be a description pattern . Then let
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Cond(r) = (xdi = 0 ∧ (2)∧
1≤j≤k

(aj ∈ promr ⊃ xmiaj ≥ 1) ∧

∧
1≤j≤k

(aj ∈ inhibr ⊃ xmiaj = 0)
)
∧

∧
1≤l≤k

∧
1≤j≤n

(
v(al, inj) ≥ 1 ⊃ xdj = 0 ∧

(
∨

l0=i>l1>...>ls−1>j=ls

(
∧

1≤t≤s

xpt = lt−1 ∧
∧

1≤q≤s−1

xdq = 1))
)

The last row expresses the fact that either mi is the parent of mj , or mi is an
ancestor of mj and all the intermediate parent membranes have been dissolved in
the construction.

Now rule validity can be expressed as

V al(r) = replace [S, 0] by [S[xr/1], 0] if Cond(r)

where the value 0 plays a role of synchronization to be specified later on. We
remark that if a rule r is determined to be valid in this phase of the simulation,
then r remains valid in the course of the simulation of a maximal parallel step.

Discussion 1 At this point, we can also incorporate in the simulation of a mem-
brane system the priority rules, if present. Let (ρ1, . . . , ρn) be the tuple prescribing
the priority relations in the membranes of the given P system. We define molecules
determining the validity of rules when priority is present. Assume r ∈ Ri. We dis-
tinguish two cases:

- There does not exist r′ ∈ Ri such that r′ > r. Then V alρ(r) is defined as
V al(r) above.

- There are rules r1, . . . , rj ∈ Ri such that rl > r (1 ≤ l ≤ j). Let S be a de-
scription pattern and denote by Cond(r) the conditional part of V al(r) defined
in Equation (2). Then

V alρ(r) =
(
replace [S, 0] by [S[xr/1], 0]

if (Cond(r) ∧
∧

1≤l≤j

xrl = 0),

replace [S, 0] by [S[xr/0], 0]

if (xr = 1 ∧ (
∨

1≤l≤j

xrl = 1)
)
.

Now we can turn to the main part of the simulation. The conditions of rule
application must reflect now the fact that the rule is executable together with the
conditions that make it valid.

Definition 1. Let r = u → v ∈ Ri, and let S be a description pattern. Then the
molecule describing the effect of an execution of r is defined as

App(r) = replace [S, 1] by [ apply(S, r), 1] if(
xr = 1 ∧

∧
1≤j≤k

(u(aj) ≤ xmi,aj ),



70 B. Aman et al.

where

apply(S, r)(xmsat) =

{
xmsat − u(at) if s = i,
xmsat otherwise ,

apply(S, r)(xmsat) =

xmsat + v(at, here) if s = i,
xmsat + v(at, inj) if s = j 6= i,
xmsat + v(at, out) if s = µ(i),

apply(S, r)(xdj ) =

{
1 if v(δ) = 1,
xdj otherwise ,

apply(S, r)(xr) = xr.

Here we made use of the implicit stipulation that S is of the form as in Equation
(1), which is indeed the case if we ignore variable renaming.

The next group of rules is the set of communication rules. In what follows, we
define the chemical calculus equivalents of communication steps.

Definition 2.

Msg = replace [S, 2] by [msg(S), 2] if

(
∨

1≤i≤n

∨
1≤j≤k

xmiaj ≥ 1)
)
,

where

msg(S)(xmiaj ) = xmiaj + xmiaj , for 1 ≤ i ≤ n and 1 ≤ j ≤ k

and
msg(S)(xmiaj ) = 0, for 1 ≤ i ≤ n and 1 ≤ j ≤ k.

At this point, we simulate the effects of membrane dissolving. We have to drive
the elements leaving the actual membranes by applications of inj or out rules
or elements of membranes freshly dissolved into membranes remaining existent
after performing of the maximal parallel step. To this end, we define the following
molecule.

Definition 3.

Disi = replace [S, 3] by [disi(S), 3] if(
xdi = 1 ∧

(
∨

1≤j≤k

xmiaj ≥ 1)
)
,

where

disi(S)(xmjal) =

xmjal + xmial if j = µ(i),
0 if j = i,
xmjal otherwise.

We also need some auxiliary molecules to set the values indicating the validity
of rules to zero, in order to start a new maximal parallel step. Thus

Definition 4.

RemV al(r) = replace [S, 4] by [S[xr/0], 4] if xr = 1.
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Now we are in a position to determine the molecule leading us through the
simulation process. Let

V alρ =
⋃
{V alρ(r) | r ∈ R},

App =
⋃
{App(r) | r ∈ R},

Dis =
⋃
{Disi | i ∈ {1, . . . , n}},

RemV al =
⋃
{RemV al(r) | r ∈ R},

Sync = replace 〈[S, xsync], V alρ, App,Msg,Dis,RemV al〉 by
〈[S, xsync + 1 mod 5], V alρ, App,Msg,Dis,RemV al〉 if∨
1≤i≤n

xri = 1,

where S is a description pattern.

Notation 2 Let N be a molecule and let

M(N) = (〈N,V alρ, App,Msg,Dis〉, Sync).

If C is a configuration of Π such that C ⇒∗ C ′ for some C ′ and i ∈ {0, 1, 2}, then
we write

M(C ′, i) = M([Descrµ(C ′), i]).

The terms of the chemical calculus, and also the configurations of membrane
systems can be considered as rewriting systems. A rewriting system, as used in
this paper, is a pair A = {Σ, (→i)i∈I}, where Σ is a set and (→i)i∈I is a set of
binary relations defined on Σ. The relations (→i)i∈I are called reduction relations.
It is supposed that a reduction relation →i is compatible with the term forma-
tion rules. Moreover, if →i is a reduction relation, we denote by →∗i its reflexive,
transitive closure. We may use the notation →= ∪i∈I(→i), too. In the following,
the set Σ is the set of configurations of a P system or, in the case of the chemical
formalism, the set of γ-terms, and →i are the binary relations rendering config-
urations to configurations or terms to terms, respectively. We say that m ∈ Σ is
in normal form, if there is no n ∈ Σ, such that m → n. Moreover, an m ∈ Σ
is strongly normalizable, if every reduction sequence starting from m is finite, or
weakly normalizable, if there exists a finite reduction sequence starting from m.
We say that a molecule or a membrane M is →i-irreducible, if there is no M ′

such that M →i M
′. In what follows, to conform to the usual membrane system

notation, we use⇒ to denote→ when we speak of a rewriting step in a membrane
computation.

Theorem 1. (1) Let Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn) be a P system
of order n with membrane dissolving, promoter/inhibitor sets for rules and priority
relations. Assume

C0 = (µ,w1, . . . , wn)⇒∗ C1 = (µ′, w′n1
, . . . , w′ni),

where 1 ≤ n1 ≤ . . . ≤ ni ≤ n. Then

M(C0, 0)→∗ M(C1, 0).
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If the computation starting from C0 contains at least one step, then the reduction
sequence starting from M(C0, 0) is non-empty either.

(2) Let Π be a P system as above. Assume

M(C0, 0)→∗ M([N, 0]), and

assume that cij = 0 for (1 ≤ i ≤ n) and (1 ≤ j ≤ k) in N and [N, 0] is V alρ
irreducible. Then there exists a configuration C1 = (µ′, w′n1

, . . . , w′ni) of Π such
that M([N, 0]) = M(C1, 0) and

C0 ⇒∗ C1.

Moreover, if the length of Mµ(C0)→∗ M([N, 0]) is at least one, then the length of
the computation starting from C0 is non-zero.

We work our way to the proof of the theorem by stating several auxiliary
lemmas.

As formulated in [2], a computational step starting from a configuration C0 of
Π consists of a maximal parallel step (mpr), a step for removing the directions from
the targeted elements (tar) and a step for accomplishing membrane dissolution (δ).
In notation, if C0 is a configuration of Π and C0 ⇒ C1, then there are C ′0 and, if
δ is present, C ′′0 such that

C0 ⇒∗mpr C ′0 ⇒tar C
′′
0 ⇒δ C1.

In the present paper, instead of ⇒tar, we choose a sequential relation (msg) de-
fined in Definition 5 for removing messages instead of parallel communication
rules, which equally suffices for our purposes. In what follows, if C ⇒s C

′ by an
intermediate step, we denote by s ∈ mpr (s ∈ msg, s ∈ δ) the fact whether s is a
maximal parallel, message removing, or membrane dissolving step, respectively.

We verify the lemmas simultaneously by induction on the number of intermedi-
ate steps in a computational step of the P system and on the number of reductions
in the chemical calculus.

Notation 3 Let C ′ be an (intermediate) configuration, where C ⇒∗ C ′. Let
Descrµ(C ′) be the description of C ′ relative to µ. Then we use the notation below
to extract the corresponding values from M(C ′, l):

bM(C ′, l)ccij = Descrµ(C ′)i·k+j (0 ≤ i ≤ n− 1, 1 ≤ j ≤ k),
bM(C ′, l)ccij = Descrµ(C ′)(n+i)·k+j (1 ≤ i ≤ n, 1 ≤ j ≤ k),
bM(C ′, l)cdi = Descrµ(C ′)2n·k+i (1 ≤ i ≤ n),
bM(C ′, l)crij = Descrµ(C ′)(2k+1)·n+k1+...+ki−1+j (1 ≤ j ≤ ki, 1 ≤ i ≤ n).

The following claims can be verified easily. Below, let D denote a description.

Claim. Let M([D, 0])→∗V al M ′. Then M ′ = M([D′, 0]), where D′ is a description.

Claim. Let M([D, 1])→∗App M ′. Then M ′ = M([D′, 1]), where D′ is a description.

Claim. Let M([D, 2])→∗Msg M
′. Then M ′ = M([D′, 2]), where D′ is a description.

Claim. Let M([D, 3])→∗Dis M ′. Then M ′ = M([D′, 3]), where D′ is a description.
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In the following, we assume that every possible configuration is the result of
some computational sequence starting from a fixed configuration C of the P system
Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn) of order n with membrane dissolv-
ing, promoter/inhibitor sets for rules, and priority relations.

We prove the two parts of the theorem by simultaneous induction on the num-
ber of reduction steps in the chemical calculus and computational steps in the P
system, respectively.

Lemma 1. (1) If C ′ ⇒∗mpr C ′′, then M(C ′, 1)→∗App M(C ′′, 1), and conversely,
(2) if we assume M(C ′, 1)→∗App M ′′, then there is C ′′ such that C ′ ⇒∗mpr C ′′

and M ′′ = M(C ′′, 1).

Proof. We prove the lemma by simultaneous induction on the lengths of the re-
duction sequences. Assume we know the result for reduction sequences of lengths
at most s.

(1) Let C ⇒∗ C ′, assume C ′ = (µ′, w′1, . . . , w
′
n). Suppose C ′ ⇒s

mpr C
′′′ ⇒r C

′′,
C ′′ = (µ′′, w′′1 , . . . , w

′′
n), C ′′′ = (µ′′′, w′′′1 , . . . , w

′′′
n ) and r = u → v ∈ Ri. Since

r is applicable to C ′′′, we have bM(C ′′′, 1)cr = 1 and u(aj) ≤ wi(aj), which
means u(aj) ≤ bM(C ′′′, 1)ccij . These together imply that App(r) can be applied
to M(C ′′′, 1) yielding M([apply(Descrµ(C ′′′), r), 1]).

- Let bM([apply(Descrµ(C ′′′), r), 1])cclj = slj . Then slj = bM(C ′′′, 1)cclj −
u(aj) = w′′′i (aj) − u(aj), if l = i, and slj = bM(C ′′′, 1)cclj = w′′′i (aj) oth-
erwise.

- Let bM([apply(Descrµ(C ′′′), r), 1])cclj = tlj . Then tlj = bM(C ′′′, 1)cclj +
v(aj , here), if l = i, tlj = bM(C ′′′, 1)cclj + v(aj , inh), if l = h 6= i and µ(mh) =
mi, and tlj = bM(C ′′′, 1)cclj + v(aj , out), if l = µ′′′(i). Taking all these into
account, tij = w′′i (aj , here) +

∑
p 6=i,µ(mi)=mp w

′′
p (aj , ini) +

∑
µ(p)=i w

′′
p (aj , out)

remains valid.
- If v(δ) = 1, then bM(C ′′, i)cdi is set to 1.

(2) Let C ⇒∗ C ′, and M(C ′, 1)→∗App M ′′. It is enough to prove the result for
the case M(C ′, 1)→App(r) M

′′, where r = u→ v. By Claim 3, M ′′ = M([D′′, 1]).
Since r is applicable to M(C ′, 1), we have, by bM(C ′, 1)cr = 1, that r = u→ v ∈
Ri is valid for some fixed i depending on r. Moreover, u(aj) ≤ bM(C ′, 1)cclj =
w′i(aj), for every 1 ≤ j ≤ k, which makes r applicable to C ′. From this point on, we
can show by a reasoning similar to that of the previous point that D′′ = M(C ′′, 1),
where C ′ ⇒r C

′′. We omit the details. �

Instead of parallel communication as defined in [2] we choose the simpler way
which is equally suitable to our present purposes and we define ⇒msg as the
following set of sequential multiset transformations.

Definition 5. Let C = (w1, . . . , wn, µ) and C ′ = (w′1, . . . , w
′
n, µ, ). Then C ⇒∗tar

C ′ holds iff one of the following cases is valid.

1. Assume that wi(aj , here) > 0. Then w′i(aj) = wi(aj) + wi(aj , here) and
w′i(aj , here) = 0. All the other values remain unchanged.

2. Assume wi(aj , inl) > 0. Then w′l(aj) = wl(aj)+wi(aj , inl) and w′i(aj , inl) = 0.
All the other values remain unchanged.

3. Assume wi(aj , out) > 0 and l = µ(i) is defined. Then w′l(aj) = wl(aj) +
wi(aj , out) and w′i(aj , out) = 0. If i = Skin, then w′i(aj , out) = 0. All the
other values remain unchanged.
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Lemma 2. (1) Let C ′ ⇒∗msg C ′′, and assume that C ′′ is msg-irreducible. Then
M(C ′, 2)→Msg M(C ′′, 2).

(2) Conversely, assume M(C ′, 2) →Msg M ′′. Then there is C ′′ such that
C ′ ⇒msg C

′′, C ′′ is msg-irreducible, and M ′′ = M(C ′′, 1).

Proof. We prove by induction on the number of steps in C ⇒msg C
′ that, for

every 1 ≤ i ≤ n and 1 ≤ j ≤ k,

Descrµ(C)cij +Descrµ(C)cij = Descrµ(C ′)cij +Descrµ(C ′)cij . (3)

To this end, we show that, if C →msg C ′ and C = (µ,w1, . . . , wn) and C =
(µ,w′1, . . . , w

′
n), then

wi(aj) + wi(aj , here) +
∑
p 6=i

wp(aj , ini) +
∑
µ(p)=i

wp(aj , out) = (4)

w′i(aj) + w′i(aj , here) +
∑
p 6=i

w′p(aj , ini) +
∑
µ(p)=i

w′p(aj , out).

We treat Point 2 of Definition 5, the remaining cases can be handled similarly. Let
C ⇒msg C

′ by Point 2 of Definition 5. Assume wi(aj , inl) > 0. Let us consider
only the case i = l in Equation 4, since for all the other cases the equation trivially
holds. But in this case the left hand side contains wl(aj)+wi(aj , inl), and the right
hand side contains the corresponding w′l(aj)+w′i(aj , inl), which, by definition, are
equal.

(⇒)Let C ⇒msg C
′, assume that C ′ is msg-irreducible. A msg-irreducible P system

with the Skin membrane as the outermost membrane contains no messages,
thus, by Equation 3, M(C, 2)→Msg M(C ′, 2).

(⇐)Let M(C, 2)→Msg N
′. Then, by Claim 3, N ′ = M(D′, 2) for some description

D′. Let C ⇒msg C
′ such that C ′ is msg-irreducible. Then C ′ is message free,

which, by Equation 4, entails D′ = Descrµ(C ′).

�

Now, following [1], we define the skeleton of a configuration (µ,w1, . . . , wn) as
U ′ = (u′1, . . . , u

′
n), where u′i = ∗, if membrane i is dissolved or under dissolution

(that is, ui(δ) = 1 and i 6= Skin) and u′i = 0 otherwise. Let

µ0(i) = i,
µj(i) = µ(µj−1(i)) for j > 0.

Let µU ′(i) = min{j | µk(i) = j ∧ u′j 6= ∗ ∧ u′(µl(i)) = ∗ for 0 ≤ l ≤ k − 1}.
That is, µU ′(i) is the smallest membrane containing membrane i which exists or
does not disappear. Let C ′ ⇒δ C

′′, assume w′l(δ) = 1 for at least one membrane
ml. We define the effect of the dissolution rule as follows: (µ′, w′1, . . . , w

′
n) ⇒δ

(µ′′, w′′1 , . . . , w
′′
n), where w′′i = ∗ provided u′i = ∗, and w′′i (aj) = w′i(aj) +∑

{w′l(aj) | µU ′(l) = i, w′l(δ) = 1}, if u′(i) = 0.

Lemma 3. (1) If C ′ ⇒δ C
′′, then M(C ′, 3)→∗Dis M(C ′′, 3).

(2) Conversely, assume that M(C ′, 3) →∗Dis M ′′, and M ′′ is Dis-irreducible.
Then there exists a proper configuration C ′′ with C ′ ⇒δ C

′′ and M ′′ = M(C ′′, 3).
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Proof. (1) Let C ′ = (µ,w′1, . . . , w
′
n) ⇒δ C

′′, and assume that w′i(δ) = 1. Then
bM(C ′, 3)cdi = 1. Let bM(C ′, 3)ccij > 1 for some 1 ≤ j ≤ k. Then M(C ′, 3)→Disi

M([disi(Descrµ(C ′)), 3]). Let p = µU ′(i), where U ′ is the skeleton of C ′. Let D′ =
Descrµ(C ′) and D′′ = disi(Descrµ(C ′)). Let us denote by D′cij and D′′cij the values
of the descriptions pertaining to the coordinates (i, j). It follows immediately, by
Definition 3, that

D′cpj +
∑
{D′clj | µU ′(l) = p,D′dl = 1} = (5)

D′′cpj +
∑
{D′′clj | µU ′(l) = p,D′′dl = 1}.

In other words, for every 1 ≤ j ≤ k, the sums of the occurrences of elements aj
in the dissolved or to be dissolved descendants of membrane mp plus the multi-
plicity of aj in mp remain the same at a dissolution step in the chemical calcu-
lus. Let M(C ′, 3) →Dis M([D, 3]) such that M([D, 3]) is irreducible with respect
to Dis. Then Ddi = 1 implies Dcij = 0, which, by Equation 5, involves that
D = Descrµ(C ′′).

(2) Let M(C ′, 3) →∗Dis M ′′. By Claim 3, there exists a description D′′ such
that M ′′ = M([D′′, 3]). Since M ′′ is Dis irreducible, D′′di = 1 implies D′′cij = 0. This
means, there is a proper configuration C ′′ such that Descrµ(C ′′) = D′′. Assume
w′s(δ) = 1 holds in C ′. Let D′ = Descrµ(C ′). Let U ′ be the skeleton of D′ and
p = µU ′(s). Since M ′′ is Dis irreducible, Equation 5 simplifies to

D′cpj +
∑
{D′clj | µU ′(l) = p,D′dl = 1} = D′′cpj .

Taking the corresponding configurations, this amounts to C ′ ⇒δ C
′′. �

Proof of Theorem 1.

(⇒)Let Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn) be a P system of order n
with membrane dissolving, promoter/inhibitor sets for rules and priority re-
lations. Assume C0 ⇒t C1. We prove by induction on t that M(C0, 0) →∗
M(C1, 0). Let C ⇒t−1 C2 ⇒ C1. Assume C2 = (µ′′, w′′n1

, . . . , w′′ni), C1 =
(µ′, w′n1

, . . . , w′ni). Assume there exists N ′′ such that M(C ′′, 0)→V al N
′′. But

V alρ(r) is applicable iff r is valid and no rule r′ with (r′, r) ∈ ρ is valid, this
means N ′′ = M(C ′′, 0) and M(C ′′, 0) is V alρ irreducible. In this case

M(C ′′, 0)→Sync M(C ′′, 1).

Putting Lemmas 1, 2 and 3 together, taking into account the fact that
M(E, i) →Sync M(E, i + 1 mod 5) whenever M(E, i) is irreducible for the

corresponding reduction, we obtain that there exists a configuration C̃ and a
description D such that

M(C ′′, 0)→∗RemV al M([D, 4])→Sync M([D, 0]),

where D is the description Descrµ(C̃) except for the values Dr = 0. A transi-
tion in V alρ(r) is applicable at most twice for every rule r. This means there
is a description D′ such that

M([D, 0])→∗V alρ M([D′, 0])

and M([D′, 0]) is V alρ irreducible. But then D′ = Descrµ(C̃).
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(⇐)Follows in a way similar to the above part from Lemmas 1, 2 and 3, but this
time applying the other directions of the lemmas.

Corollary 1. Let Π = (O,µ,w1, . . . , wn, R1, . . . , Rn, ρ1, . . . , ρn) and let C =
(µ,w1, . . . , wn). Then Π is strongly (resp. weakly) normalizing iff M(C, 0) is
strongly (resp. weakly) normalizing. Moreover, the halting computations starting
from C provide the same results as those supplied by the terminating reduction
sequences of M(C, 0).
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6. J.P. Banâtre, D. Le Métayer, A new computational model and its discipline of pro-
gramming. Technical Report RR0566, INRIA (1986).
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