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On ratio and product methods with certain known
population parameters of auxiliary variable in
sample surveys
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Abstract

This paper proposes two ratio and product-type estimators using transformation based on known
minimum and maximum values of auxiliary variable. The biases and mean squared errors of the
suggested estimators are obtained under large sample approximation. Conditions are obtained
under which the suggested estimators are superior to the conventional unbiased estimator, usual
ratio and product estimators of population mean. The superiority of the proposed estimators are
also established through some natural population data sets.
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1. Introduction

The use of supplementary information on an auxiliary vdedbr estimating the finite
population mean of the variable under study has played anerhirole in sampling
theory and practices. Out of many ratio, product and regresaethods of estimation
are good illustrations in this context. When the correlatietween the study variabje

and the auxiliary variableis positive (high), the ratio method of estimation is emgldy

On the other hand if this correlation is negative (high),gheduct method of estimation
investigated by Robson (1957) and Murthy (1964), is quitective.
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Itis a well-established fact that the ratio estimator is nedf@ctive when the relation
betweeny and x is straight line through the origin and the varianceyadbout this
line is proportional tek, for instance, see Cochran (1963). In many practical $dnst
the regression line does not pass through the origin. Als® tdustronger intuitive
appeal survey statisticians are more inclined towards g af ratio and product
estimators. Keeping these facts in mind several autholsdimg Srivastava (1967,
1983), Reddy (1973,74), Walsh (1970), Gupta (1978), Vo8Q)L9Naik and Gupta
(1991), Mohanty and Sahoo (1995), Sahai and Sahai (1983dhyaya and Singh
(1999), Srivenkataramana (1980), Bandyopadhyaya (198@hanty and Das (1971),
Srivenkataramana (1978), Sisodia and Dwivedi (1981) angt§j2003) have suggested
various modifications in ratio and product estimators.

Suppose we have population Mfidentifiable units on which the two variatgsand

x are defined. For estimating the population m&an Zy,/N of the study variatg,

a simple random sample of simds drawn without replacement. It is assumed that the
N

population mearX = 21 xi/N of the auxiliary variatex is known. Then the classical

ratio and product estimators of population m&aare respectively defined by

Yr=Y(X/%) (1.1)

and
Yo =Y(X/X) (1.2)

n n
wherey = Zlyi/n andx = ZI X; /n are the sample means of variayemndx respectively.
4 £

Let Xy andxy be the minimum and maximum values of a known positive variate
respectively. Using these values (xg.andxy ), Mohanty and Sahoo (1995) suggested
to transform auxiliary variablg to new variableg andu such that

X+ Xm
XM + Xm

(1.3)

and

g 3P0 N (1.4)
XM‘i‘Xm

Using these transformed variablegind u, Mohanty and Sahoo (1995) proposed the
following ratio estimators for population mednas

tir=Y(Z/2) (1.5)
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and
tr =Yy (U/0), (1.6)

where

12 i X 12 /X X
=33 ) = () ¢ 20 () = (%)
ni: XM + Xm XM + Xm n XM + Xm XM + Xm

are sample means afandu respectively, and

7 (x.+xm>_<7+xm> U (x.+xM> <7+XM>
Nzi XM + Xm XM + Xm Nzi XM + Xm XM + Xm
are the population means nandu respectively.

When the correlation betwegnandx is negative, the product estimator based on
transformed variablesandu are defined by

tip=Y(2/2) (1.7)

and

top =y(0/U) (1.8)

It is well known under simple random sampling without replaent (SRSWOR) that
the mean squared error (or variancey i

MSE(y) =Var(y) =605 = 0Y? C (1.9)

wheref = (N—n)/(nN) ,C, = i the coefficient of variation of the study varigte

To the first degree of approxmation, the biases and meanedearors (MSES) of
the ratio-type estimatofg, tir, andtygr, and product-type estimatoyg, t1p andty, are
respectively given by

B(yr) = 0 Y G(1-K) (1.10)
B(tir) = 6 Y (C{/C1) {(1/C1) — K} (1.11)
B(tzr) = 0Y (CZ/C2) {(1/C2) —K} (1.12)

B(y,) =0Y GK (1.13)



160 On ratio and product methods with certain known population...

B(typ) = 0 Y (CZ/C1)K (1.14)

B(tzp) = 6Y (CZ/Cy)K (1.15)

MSE(yg) = 6 Y2[C2 4 C2(1— 2K)] (1.16)
MSE(tir) = 0Y°[Cj + (C£/C1) {(1/C1) — 2K} (1.17)
MSE(tzr) = 6 Y°[C2 + (C2/Cp) {(1/Cp) — 2K} (1.18)
MSE(y,) = 6 Y2[C2 4 C2(1+ 2K)] (1.19)
MSE(typ) = 6 Y2[C2+ (C2/C1) {(1/C1) + 2K}] (1.20)
MSE(tzp) = 6 Y2[C2+ (C2/C2) {(1/C) + 2K}] (1.21)

whereK = pC,/Cy, p = Six/(SS)) is the correlation coefficient betwegrandx,

N

S= zlm X)?/(N-1), § = Z Y)?/(N-1), &y—z<m—f>(yi—7>/<N—1),

C = <1+ X%) ,Co = (1+ %M) andC, = %: the coefficient of variation of the auxiliary
variatex.

It is to be noted that the transformations (1.3) and (1.4eddpn both maximum
(xm) and minimum(Xy,) values but the estimatotg(tip) andtor(top) generated through
these transformations depend only on maximum v@we and minimum valugXq)
respectively. For instance,

Z
tir = VE
y(x+xm)/(XM + Xm)
(X+Xm) / (Xnm + Xm)
(X +Xm)
= y( ) (1.22)
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In similar fashion it can be shown that the estimatgssand (tor top) depend only on
Xm andxy respectively.

Expressions (1.22)—(1.25) motivated authors to invetgigame transformations
which make use of both maximum val()g,) and minimum valuéxm) and hence using
such transformations the constructed estimators shosicdaipend ory andx,. Some
ratio- and product-type estimators of population mgamave been suggested and their
properties are studied. Numerical illustrations are givesupport of the present study.

2. The suggested transformations and estimators

Let xn, and Xy be the minimum and maximum values of a known positive varkate
respectively. Usingy, andxy, it is suggested to transform the auxiliary variakleo
new variablesa’ and ‘b’ such that

and
bi = (X — Xm)Xi + X4, i=12,...,N. (2.2)

Using the transformed variates at (2.1) and (2.2) we defirefalowing ratio-type
estimators for population meahas

A
leZY’(g) (2.3)
B
dzRZY’(E) (2.4)
and the product-type estimators f6as
a
dlp:y<f\> (2.5)
and
b
=3 (3 (2.6)
where

jobl
=

n
=Y a/n=xyX+x3, and 5:ZIbi/n:(x,\,|—xm))‘<+xﬁq
. 2
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are the sample means af ‘and ‘b’ respectively and
A= Zlai/N =xuX+x5, and B= Zbi/N = (X — Xm) X 4+ %5,
i= =
are the population means @ ‘and ‘b’ respectively.

2.1. Biases and variances of ratio-type estimators d;g and dsgr
To obtain the biases and varianceslgf anddog, we write
y=Y(1+e)
x=X(1+e)
such that
E(e) =E(e)) =0

and

> D

E(e5)
E(e)
E(eper) = 6KC?

&) =0C]
) =0C; (2.7)

Expressingligranddyg in terms ofe’'s we have

) A
{xmX(1+er) +xG}

) A
{xmX+x%+xuXe}

le = V(l-l-eo

<

(1+e

Il
<

o) R wXa)

—Y(1+e) (L+2Ame) (2.8)
e = Y(1 B
R = Y ) X (L &) - 2]

B
{ M — Xm) X +X& + (X — Xm)X €1 }

= Y(1+e)
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_ B
= Y(1+e))— _
( eO){B+(XM_Xm)xel}
=Y(1+e)(1+2pe) " (2.9)
where
. XMY _XMY_ (Cz—l)
r =Xt A Gt (D (2:10)
and
(XM — XnOY (XM — Xm)y (Cz — Cl)
— m, — _ - 2.11
4e (X — X)X + X2 B (Co—Cy)+(C1—1)2 (211)

We now assume thak ;) e1| < 1 and|A ) €| < 1 so that we may expar{d+ 2 q)e1) *
and(1+ A(z)el)*l as a series in power @f)e; and A, €;. Expanding right hand sides
of (2.8) and (2.9), multiplying out and retaining termses to the second degree, we
obtain

e Y <1+eo —Awer— l(l)eleO”L(Zl)e%)

or
(tir—=Y) =Y <eo — A€ — A€o+ léﬁ%) (2.12)
and
trREY (1+e—Ape—Apee+ 2% e)
or

(tr—Y)=Y <eo — A€ — A€+ A%z) 1) (2.13)

Taking expectations of both sides of (2.12) and (2.13) amue results in (2.7) we
get the biases af;g anddyrto the first degree of approximation respectively as

B(dir) = 0 Y CGA ) (A0 —K) (2.14)

and

B(dzr) = 0Y G (2)(A(2) — K) (2.15)

It follows from (2.14) and (2.15) that the biasB&l;r) andB(d,r) are negligible, if the
sample size n is large enough.
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Squaring both sides of (2.12) and (2.13) and retaining tesfress to the second
degree we have

(dir—Y)? =V* (+ 2% & — 22 @08 ) (2.16)
and
(dr—Y)2=Y° (eg +22%,& — ZA(Z)eoel) (2.17)

Taking expectation of both sides of (2.16) and (2.17) andgulie results in (2.7), we
get the MSEs ofl;gr anddyg to the first degree of approximation respectively as

MSE(dhr) = 87 [C2+ A1) C2(A0) — 2K)] (2.18)
and

MSE = (dr) = 0~ [C2+ A2 C2(A(z) — 2K))] (2.19)

2.2. Biases and variances of product-type estimators
To obtain the biases and MSEsdyf anddyp, we expresslp anddyp in terms ofe’s as
DX (1+e) +5G}

(XMY-l-X,gn)

XX € }
(XX +-X3,)

dip = Y(1+ep)

V(1+eo){1+

7(1—0— eo)(1+ ),(1)81)

Y(1+ e+ Agyer+ A eoer)

o (dip—Y) =Y(eo+Aq) €1+ A(py0er) (2.20)

- { (% —Xm)X(L+er) +X3 )}
Oop = Y (1+ &) { (O — Xm)X + 32}

(Xm — Xm) X €1
{ (= Xm) X+ 2}

V(1+eo){1+

7(1+ eo)(1+ l(z)el)

Y(1+e+ A€+ A eer)



Housila. P. Singh, Ritesh Tailor and Rajesh Tailor 165

or
(dp—Y) =Y(eo+ Az €1+ A(x0€1), (2.21)

wherei ;) andA,) are respectively given by (2.10) and (2.11).
Taking expectation of both sides of (2.19) and (2.20) andgugie results in (2.7),
we get the exact biases dfp anddyp as

B(dwp) = 0Y A(1)KCE (2.22)
and
B(dop) = 0 Y A5 KCE (2.23)

Squaring both sides of (2.20) and (2.21) and retaining t@fre's to the second degree,
and then taking expections, we get the MSEdgfandd,p respectively as

MSE(dip) = 8Y” [C2+ A()C2 (A +2K)] (2.24)
and

MSE(dp) = 0Y” [C2+ 2.2 C2(A(2) + 2K)] (2.25)

3. Comparison of biases

The absolute relative bias (ARB) of an estimatarf the population meaX is defined
by

ARB(t) = ‘@ ' (3.1)

whereB(t) stands for bias of the estimator
The comparison of absolute relative biases of ratio-typepanduct-type estimators
have been made and the conditions are displayed in Tables8.2.2 respectively.



166 On ratio and product methods with certain known population...

Table 3.1: Comparison of absolute relative biases of ratio-type estirs.

Estimator Absolute Relative Bias of
dir is less than dor is than
YR if if
eitherKk > (1+A(1)> eitherkK > <1+ l(z))
(1+;\<21)) (1+)L<22>)
orK < — = orK < — =2~
(1+A(1)) (1+A<2))
R if if
(1+2%,C) o raCy | (A A% ) o (LA
C1(1+2(1)C1) C1 Ci(1+22Ca) G
1
Ci < 5 (1+C)
(1+25,CP) 1
oK< —————, C1< - (1+C
Cl(l'f‘)(«(zz)Cl) 1 2 ( + 2)
1+, C
ork > 1@ o %(1+c2)
1
2R if if
(1+22,C9) (14 A1C1) 1250 (14 22C2)
W) <K< () either @ <K< @ ,
C2(1+2(1)C2) C Co(1+CoA(2) C
7&(2)02 >1
(1"‘}‘(22)(:%)
or 2~ AnCo>1
Co(l+2pC) @7
(1+A(2)C2)
OrK>(:727 A(z)C2<1
dor if
(A +2%) -
<K< (A +A
(A +2A@) Py +ie)

It can be easily proved thakp has smaller absolute relative bias (ARB) than the
conventional product estimatgy, but larger than that of Mohanty and Sahoo’s (1995)
estimatord;, andty,. Table 3.2 clearly indicates that the proposed estimddehas
smaller absolute relative bias than the conventional prbestimatof, as the condition
A2 < 1 always holds.
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Table 3.2. Comparison of absolute relative biases of product-typeregors.

Estimator Absolute Relative Bias alyp is less than
Yp if 1(2) <1
. 1 (1+Cyp)
t1p if 1(2) < 617 CL > 2
top if [C2+C1 (Co—3) —Co(C—1)+1| >0
dlp if A(Z) < A(l)

4. Efficiency comparison

The efficiency comparisons of ratio-typeh & anddor) and product-typedip anddyp)
estimators have been made withyg, tir andtyg; and shown in Tables 4.1 and 4.2
respectively.

Table4.1: Comparison of mean squared errors of ratio-type estimators

Estimator Mean squared error of
dir dr
A A
B . A1) . (2
y if K> 5 if K> 5
1+2a 1+2
VR if K < M itk < 1)
2 2
<1+7L<1) C1)
1
eitherK < m Ay < )
2C, AN
(1+Cll(2)) 1
or K > T, 7&(2) > 61
<1+A(2) cz)
2
. (1+ A2C2) 1
eitherK < —x, A < S
(1+22C2) 1
orK > —x, A2) > o
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Table4.2: Comparison of mean squared errors of product-type estirsato
. Mean squared error of
Estimator q

dip is less than

dop is less than

A A
. , MY i _M2
y if K< - if K< 5
1+A 1+2
Ve itk ) TS )
2 2
1+ AC
tip ifK<—(2C¢1) if
1
. 1 (1+22C) 1
eltherK<fET, 7L<2)>C—1
1(1+22C1) 1
1+ C
top ifK<—(2CM if
’ e|therK<7}M >i
2 c @ g
orkK > 1 7(1+A(2>C2) < S
2 Cc = @hg

Table 4.1 exhibits that the ratio type estimadgz is better thary, Vg, tigr andtoy if

(1 + k(l) Cl)

2C,

(1+A(1))
ST 2

We also note that the estimatth is more efficient thaml,y if

K>

It is observed from Table 4.1 that the product-type estimdie is more efficient than

Y. Yp, t1p andtop if

(Hrw)
2

Further it can be proved that the product-type estimédipiis better than the product-

type estimatod,p if

K<

< K < —

Gwt+re)

2

(l + 7“(1) Cl)
2C,

(A +2)

2




Housila. P. Singh, Ritesh Tailor and Rajesh Tailor 169

5. Unbiased versions of the suggested estimators

In this section we will obtain the unbiased versions of thggasted estimators in
Section 2, using two well known procedures: (i) Interpeatéitiy subsamples design
and (ii) Jack-knife technique.

5.1. Interpenetrating sub-sample design

Let the sample in the form of n independent interpenetrasimgsamples be drawn.
Let y; andx be unbiased estimates of the population towls: NY) and X (= NX)
respectively based on tfi8 independent interpenetrating subsampte1,2,....n. We
now consider following ratio and product-type estimatdrthe population meal:

d =y (A/a) (5.1)

n

din = (A/n) Zl(yi/eu) (5.2)

d, =y (B/D) (5.3)

n

dan = (B/n) ;(yi/bi) (5.4)

d =y (a/A) (5.5)
o= 3 v/ () (5.6)
d: =y (5/B) 5.7)
and
i = iyi b/ (nB) (5.8)

wherea, b, A, B, a andb; are same as defined in Section 2.
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It is easy to verify that

B (dyn) = NB(dy) (5.9)

B (dan) = nB(dy) (5.10)

B (dan) = N B (ds) (5.12)
and

B (dsn) =nNnB(ds) (5.12)

Thus we get the following ratio and product-type unbiaseiegors ofY as

Oy = % (5.13)
oy = % (5.14)
A3y = %_f;’”) (5.15)
day = % (5.16)

The properties of these unbiased estimatdys ( = 1 to 4) can be studied on the lines
of Murthy and Nanjamma (1959).

Remark 5.1. In the case of simple random sampling without replacemeRS{BOR),
lety, andx; denote respectively theandx values of the sample of unit=1,2,...,n.
We have

d =y (A/a)
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don = (B/N) 3 (vi/b)

i=1

and
o= 3 v/ (nB)

It can be shown under SRSWOR scheme that the following tgfie-estimators are
unbiased for population meahas

N—1 A N—-n) AQ
dy, = %V (5) - H 2 (vi/a) (5.17)
N—1 B N— B
sl () depigom o
., Nn(N-1)_/a (N-n) 1 &
=R (3) N 1w 202 529
., _n(N-1)_/b (N-n) 1 2
N0 (B) W18 & o
To the first degree of approximation, it can be shown that
Var (dj,) = Var(dir) (5.21)
Var (d3,) = Var(dxR) (5.22)

Var (d3,) = Var(dyp) (5.23)
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and
Var (dy,) = Var(dyp). (5.24)

Thus the unbiased estimatods,, d;,, d3, and d;, are to be preferred over biased
estimatorsr, dar, dip anddy, respectively.

5.2. Jack-knife technique

We may takan = 2mand split the sample at random into two subsamplesifits each.
Lety,, X (i = 1,2) be unbiased estimators of population m¥andX respectively based
on the subsamples agdx the means based on the entire sample. 'I(Faud_)i; i=1 2)
are unbiased estimators based on the sub-sample(;aaﬁyj the means based on the
entire samplei.e.,

a = (xuX%+%5),
b = {(xm — Xm) X +%4.} ,
a= (X)),

and
b= { (% — Xm) R+X5} ,

Thus motivated by Quenoulle (1956) we define the followingorand product-type
unbiased estimators of population méaas

(2N —n) (N—n) 1 2
dfy = S {d¥ +d?} (5.25)
(ZN — n) (N — n) 1 2
dfy) = e~ {d?+d?} (5.26)
w_@N=n)  (N=1) (1) 0
and
w_@N=nm)  (N=1) (1)
dyy = e {d? +d?} (5.28)
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whered,, dy, d3 andd, are same as defined in Section 5, and
A=y (Afa). o' =5 (B/6), &' =3 (a/A
and
dy =, (b:/B), (i=12).

Following the procedure outlined in Sukhatme and Sukhatt®&(, pp. 161-165], it
can be shown to the first degree of approximation that thenee expressions dff,’)
(I =1,2,3,4) and variance expressionsak, dor, dip andd,, respectively are same.

Thus we advocate that one can prefer the unbiased estinuiéjfbré =1,23,4) as
compared to biased estimatakg, dor, dip anddap.

6. Empirical study

6.1. When the variates y and x are positively correlated

To see the performances of the suggested estimaig@ndd,g overy, Vg, tir andtog,
we have considered eight natural population data sets.ripgsns of the populations
are given below:
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Table6.1: Description of populations.
Pop.
Nop Source N[ n Y X plolc |alcl|k
1 Sahoo and 4|2 Unit: Unit: 0.87/0.51/0.49| 14| 2.6 |0.84
Swain (1987) (0.2,0.6, (0.1,0.2,
0.9,0.8) 0.3,0.4)
2 Murthy 12| 4 Number of Number of |0.98]1.05|0.99|1.23|4.49| 0.92
(1967), p. 422 cattle cattle
(13-44) (Survey) (Census)
3 | Murthy 12| 4 Number of Number of |0.80|0.52| 0.63|1.35|2.52| 0.96
(1967), p. 398 Absentees Workers
(1-12)
4 Panse and 25|10 Parental Parental 0.53|0.07| 0.03| 1.83| 2.15| 0.62
Sukhatme plot plant
(1967), p. 118 mean (mm) | value (mm)
(1-25)
5 Panse and 20| 8 Parental Parental 0.56| 0.07| 0.04| 1.83| 2.15| 0.29
Sukhatme plot plant
(1967), p. 118 mean (mm) | value (mm)
(1-20)
6 Panse and 10| 4 Progeny Parental |0.44|0.07|0.05|1.92|2.13|0.31
Sukhatme mean plant
(1967), p. 118 (mm) value (mm)
(1-10)
7 Singh and 10| 4 | No. of Cows in| No. of Cows in| 0.97| 0.63| 0.58| 1.26| 2.81| 0.89
Chaudhary milk (Survey) | milk (Census)
p. 176 (1-10)
8 | Singhand 10| 4 No. of No. of 0.88]0.64|0.60| 1.53| 3.64| 0.82
Chaudhary inhabitants inhabitants
p. 306 ('000) in ('000) in
1980-81 1981-82
9 Samford 913 Acreage Acreage of | 0.07|0.10|0.29|1.86|2.12| 0.19
(1962), p. 61 under oats crops and
(1-9) in 1957 gross in
1947

To assess the biasedness of the ratio-type estimpdotsr, tr, dir and dor, we

have computed the following quantities for the populatioreg in Table 6.1 using the

formulae:

B -

B(Yr
e

)

= [(1-K)

(6.1)
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B(t 1 1
B, We)| 111 g (6.2)
Y| Ci|\C
B(t 1 1
By = Lr)| _1)(1 ¢ (6.3)
Y| CG|\C
B(dir)
Bs=|—%= =A Ay —K 6.4
ove| = ol(Ga-K) (6.4)
B(d2r)
Bs=|——x =A Ay —K 6.5
5= gvez| = |t —K)| (6.5)
The findings are listed in Table 6.2.
Table 6.2: Values of B, By, B3, B4 and Bs.
Values of ;
Bi's Population
i=1to5 1 2 3 4 5 6 7 8 9
By 0.1600 | 0.0826 | 0.0433| 0.7399| 0.7087 | 0.6951| 0.1109| 0.1767 | 0.8079
B> 0.0898 | 0.0847 | 0.1602 | 0.1554 | 0.1397 | 0.1128 | 0.0781| 0.1125| 0.1852
B3 0.1752| 0.1547 | 0.2125| 0.0946 | 0.0812 | 0.0772| 0.1897 | 0.1507 | 0.1318
Bg 0.0628 | 0.0668 | 0.0178| 0.2227| 0.2091| 0.1534| 0.0708| 0.0702 | 0.2460
Bs 0.0374| 0.0657 | 0.0299 | 0.0175| 0.0081 | 0.0209 | 0.0644 | 0.0489 | 0.0171

Table 6.2 exhibits that the proposed estimadgt has least bias for all data sets
except in population Ill considered here. In population thle proposed estimatdir
has least bias. Using the following formulae:

-1

MSE(Y) 1+ <C%>2(1_ 2|<)] x100  (6.6)

2
PRE(t1r,Y) = %E% x 100= 1+Cil <9> (i - 2K> %100  (6.7)

B 2
PRE(tzr,y) = % x 100= 1+Ci2 <9> (i - 2|<> %100  (6.8)
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-1

2
PRE(dir,y) = %E((jﬁ) x 100= [1+ <%> A(l)(l(l) — 2K)] x 100 (6.9)
and
MSE 2 -
PRE(dZR,y) = ﬁéﬁi) x100= |1+ <%> Az;_)(},(z) — 2K)] x 100 (610)

We have computed the percent relative efficiencies (PRESg,dig, tor, dir anddar
with respect to usual unbiased estimat@and compiled in Table 6.3.

Table6.3: Percent relative efficiencies g§, tir, t2r, dir @and thr with respect tg.

PRE(.,Y)
Estimator Population
1 2 3 4 5 6 7 8 9
y 100.00| 100.00 | 100.00| 100.00| 100.00| 100.00| 100.00 | 100.00| 100.00

YR 383.33| 2279.92| 273.92| 33.62 | 39.24 | 55.15 | 1263.21| 380.08 | 92.90

tir 399.65| 2063.93| 252.32| 94.69 | 107.82| 110.63| 1313.15| 382.20| 98.99

tor 218.13| 169.80 | 161.47| 112.07| 125.30| 115.91| 249.18 | 175.31| 99.49

dir 419.76 | 2421.29| 274.71| 78.95 | 90.93 | 104.63| 1408.39| 426.60 | 98.41

dor 425.54 | 2430.62| 274.35| 136.19| 145.40| 120.65| 1428.98| 432.85| 100.41

Table 6.3 shows that the proposed estimakgr has largest gain in efficiency for
all population data sets except in population Ill, whereghgposed estimatal;r has
maximum gain in efficiency. We also note that the proposeithesor d;r dominates
over the estimatorg/(yg, t1r andtyr) in population I, 11, 11, IV, VII and VIII. Thus the
proposed estimatodir andd,r are to be preferred over other estimators.

Finally, from Tables 6.2 and 6.3 we recommend the use of tbpqaed estimator
dyr in practice as it has largest gain in efficiency and also fevias in all population
data sets except in population Ill, where the proposed asbind;g has largest gain in
efficiency as well as less bias and heugg is to be recommended for this population
data set.

6.2. When the variates y and x are negatively correlated

To assess the biasdeness and efficiency of the product-ﬁjz'ma@rsyp, t1p, t2p, dip
andd,, we have considered natural population data sets.
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Table 6.4: Description of the populations.

Pop.
Nop Source N |n Y X p ol lala| K
1 Maddla, G.S.| 16 | 4 | Capita Deflated | —0.97| 0.24| 0.17| 1.68| 2.39| —0.68
(1977), p. 96 Consumption | price
Artificial
2 Gupta, S.P. 512 . —0.96| 0.52|0.51|1.43| 2.74| —0.93
Population
and Gupta,
A. (1999)
p. 65

To observe the biasedness of the estima}'«grstlp, top, dip and dyp, we use the
following formulae:

B’;—‘S(V—ypc; = K] (6.11)
LTS 612
B: ‘2(\1{2&; :‘C% (6.13)
B; = 3(31&3 =2 K] (6.14)
B: = %ZCX‘;) — 22 K| (6.15)

The quantitie8«'s(i = 1 to 5) have been computed and findings are given in Table 6.5.

Table6.5: Values of B, B, B3, B; and E.

Values ofB;’s, i =1t0 5

Population

B; | B | By | B | B

1 0.6814| 0.4043| 0.2843| 0.5099| 0.4104
2 0.9338| 0.6508| 0.3409| 0.8422| 0.8156
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Using the following formulae:

-1

2

PRE(Yp,Y) = %E(% x 100= |1+ <%> (1+2K)| x100 (6.16)
2 -1

PRE(t1p,y) = %E(tlyp)) x 100= |1+ (%) é (é +2K> %100 (6.17)
— 2 -1

PRE(t2p,y) = %Egp)) x 100= |1+ (%) é (é +2K> %100 (6.18)
MSE(Y) i C\? N

PRE(dyp,y) = NMSE 0] 100= |1+ <c_y> A1y (A +2K)| %100 (6.19)

and

MSE(y) G\’ -

PRE(dzp,Y) = W(yp) x 100= |1+ <C—y> A(z) (A(z) + ZK) x 100 (6.20)

We have computed the percent relative efficiencies (PRESg),dip, tzp, dip anddyp
with respect to usual unbiased estimat@nd the results are shown in Table 6.6.

Table 6.6: Percent relative efficiencies B, tap, tzp, dip and chp with respect tgy.

Estimators

y Yp

tip

top

dip

dop

PRE(. y) Population 1

100.00| 390.97

1578.36

524.73

1764.62

1658.49

Population 2

100.00| 1133.69

701.62

236.13

1181.21

1143.86

Tables 6.5 and 6.6 show that the proposed estimatigrandd,, are more efficient
(with substantial gain) than usual unbiased estimgf@roduct estimatoy, and the
estimatorg;, andt,, reported by Sahoo and Mohanty (1995), but these two estigato
(dip anddyp) are more biased tham, andty,. Thus if the variance/ MSE’s criterion
of judging the performance of the estimators are adoptedatsw the biasedness of
the estimators are not of primary concern then the proposgma&orsd;, andd,, are
recommended for their use in practice.
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