
Available on line atwww.rac.es/racsam REVISTA DE LA REAL ACADEMIA DE CIENCIAS
Applied Mathematics EXACTAS, FISICAS Y NATURALES.

SERIE A: MATEMATICAS

Madrid (España / Spain)

RACSAM 104 (1), 2010,97–114. DOI:10.5052/RACSAM.2010.10

Nonlinear evolution equations on locally closed graphs

Mihai Necula, Marius Popescu and Ioan I. Vrabie

Abstract Let X be a real Banach space, letA : D(A) ⊆ X  X be anm-dissipative operator, letI
a nonempty, bounded interval and letK : I  D(A) be a given multi-valued function. By using the
concept ofA-quasi-tangent setintroduced by Cârjă, Necula, Vrabie [8] and [9] and using a tangency
condition expressed in the terms of this concept, we establish a necessary and sufficient condition for
C0-viability referring to nonlinear evolution inclusions ofthe formu′(t) ∈ Au(t) + F (t, u(t)), where
F is a multi-function defined on the graph ofK. As an application, we deduce a comparison result for a
class of fully nonlinear evolution inclusions driven by multi-valued perturbations of subdifferentials.

Ecuaciones de evoluci ón no lineales en grafos localmente cerrados.

Resumen. SeaX un espacio de Banach real, seaA : D(A) ⊆ X  X un operadorm-disipativo, seaI
un intervalo acotado no vacı́o y seaK : I  D(A) una función multivaluada. Utilizando el concepto
de conjuntoA-casi-tangente introducido por Cârjă, Necula, Vrabie [8] y [9] y utilizando condiciones de
tangencia expresadas en términos de este concepto, establecemos una condición necesaria y suficiente
de C0-viabilidad para inclusiones de evolución no lineales de la formau′(t) ∈ Au(t) + F (t, u(t)),
dondeF es una multi-función definida en el grafo deK. Como aplicación, se deduce un resultado de
comparación para una clase de inclusiones de evolución nolineales completas asociadas a perturbaciones
multi-valuadas de subdiferenciales.

1 Introduction

Let X be a real Banach space and letA : D(A) ⊆ X  X be anm-dissipative operator, which means that
−A is m-accretive, generating the nonlinear semigroup of contractions{S(t) : D(A) → D(A); t ≥ 0 }.
Let K : I  D(A) andF : K  X be two multi-functions with nonempty values, whereI ⊆ R is a
nonempty and open from the right interval andK := graph(K).
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Our aim here is to prove some new necessary and sufficient conditions in order thatK be viable with
respect toA + F . To be more precise, let us consider the Cauchy Problem

{
u′(t) ∈ Au(t) + F (t, u(t))

u(τ) = ξ.
(1)

The next concept is widely known, after the pioneering work of Crandall, Liggett [12], under the name
of mild solutionand, within the frame here considered, coincides with the one of integral solutionintroduced
by Benilan [2].

Definition 1 Let A : D(A) ⊆ X  X be m-dissipative and letf ∈ L1(τ, T ; X). A C0-solution, or
DS-limit solution, of the equation

u′(t) ∈ Au(t) + f(t) (2)

is a functionu in C([τ, T ]; X) satisfying: for eachτ < c < T andε > 0 there exist

(i) τ = t0 < t1 < · · · < c ≤ tn < T, tk − tk−1 ≤ ε for k = 1, 2, . . . ,n;

(ii) f1, . . . , fn ∈ X with
n∑

k=1

∫ tk

tk−1

‖f(t) − fk‖ dt ≤ ε;

(iii) v0, . . . , vn ∈ X satisfying:
vk − vk−1

tk − tk−1
∈ Avk + fk for k = 1, 2, . . . ,n and such that

‖u(t) − vk‖ ≤ ε for t ∈ [tk−1, tk), k = 1, 2, . . . ,n.

Definition 2 A functionu : [τ, T ] → X is a C0-solutionof (1) if u(τ) = ξ, u(t) ∈ K(t) for each
t ∈ [τ, T ], and there exists an a.e. selectionf ∈ L1(τ, T ; X) of t 7→ F (t, u(t)), i.e.,f(t) ∈ F (t, u(t)) a.e.
for t ∈ [τ, T ], such thatu is aC0-solution on[τ, T ] of the equation(2) in the usual sense.

The next two classical results will prove useful in that follows.

Theorem 1 Let X be a Banach space and letA : D(A) ⊆ X  X be m-dissipative. Then, for each
ξ ∈ D(A) and f ∈ L1(τ, T ; X), there exists a uniqueC0-solutionu : [τ, T ] → D(A), of (2), which
satisfiesu(τ) = ξ.

PROOF. See Lakshmikantham-Leela [14, Theorem 3.6.1, p. 116].�

In order to exhibit the dependence of theC0-solutionu of (2) on τ , ξ andf , we denote it byu =
u( · , τ, ξ, f). Throughout,[x, y]+ denotes the right directional derivative of the norm calculated atx in the
directiony, i.e.,

[x, y]+ = lim
h↓0

1

h
(‖x + hy‖ − ‖x‖) .

Similarly,

(x, y)+ = lim
h↓0

1

2h

(
‖x + hy‖2 − ‖x‖2

)
.

Theorem 2 Let X be a Banach space, letA : D(A) ⊆ X  X bem-dissipative, letξ, η ∈ D(A), f ,
g ∈ L1(τ, T ; X) and letũ = u( · , τ, ξ, f) and ṽ = u( · , τ, η, g). We have

‖ũ(t) − ṽ(t)‖ ≤ ‖ξ − η‖ +

∫ t

τ

[ũ(s) − ṽ(s), f(s) − g(s)]+ ds
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and

‖ũ(t) − ṽ(t)‖2 ≤ ‖ξ − η‖2 + 2

∫ t

τ

(ũ(s) − ṽ(s), f(s) − g(s))+ ds,

for eacht ∈ [τ, T ]. Moreover, we have the following evolution property

u(t, a, ξ, f) = u(t, ν, u(ν, a, ξ, f), f |[ν,ν+δ]), (3)

for τ ≤ a ≤ ν ≤ t ≤ ν + δ.

PROOF. See Vrabie [25, Section 1.7]. �

Since for eachx, y ∈ X , [x, y]+ ≤ ‖y‖, from Theorem2, we deduce

Corollary 1 Let X be a Banach space, letA : D(A) ⊆ X  X be m-dissipative, letξ, η ∈ D(A),
f , g ∈ L1(τ, T ; X) and letũ = u( · , τ, ξ, f) and ṽ = u( · , τ, η, g). We have

‖ũ(t) − ṽ(t)‖ ≤ ‖ũ(s) − ṽ(s)‖ +

∫ t

s

‖f(θ) − g(θ)‖ dθ

for eachτ ≤ s ≤ t ≤ T .

Definition 3 We say that the graph,K, of K : I  D(A), is C0-viable with respect toA + F , where
F : K  X , if for each(τ, ξ) ∈ K, there existsT > τ , such that[τ, T ] ⊆ I and (1) has at least one
C0-solutionu : [τ, T ] → X . If T ∈ (τ, sup I) can be taken arbitrary, we say thatK is globallyC0-viable
with respect toA + F .

A short review of the main contributions to the viability theory for evolution inclusions is given below.
Roughly speaking, theS-viability of a set,K, with respect to the right-hand side of an evolution inclusion
means that for eachξ ∈ K there exists at least oneS-solutionu of the evolution inclusion in question
satisfyingu(τ) = ξ andu(t) ∈ K for eacht ∈ [τ, T ]. HereS means the sense in which the term solution
should be understood, sense which has to be made very precisecase by case.

Throughout, ifu ∈ X , B ⊆ X andC ⊆ X , we denote by

dist (u, C) = inf
v∈C

‖u − v‖, dist (B, C) = inf
v∈B
w∈C

‖v − w‖ and ‖B‖ = sup
v∈B

‖v‖

Emerged from its classical ordinary differential equations counterpart initiated by Perron [22] in the
one-dimensional case and extended by Nagumo [16] to the arbitrary but finite dimensions, the viability
theory for ordinary differential inclusions of the formu′(t) ∈ F (u(t)) started with the paper of Bebernes,
Shuur [1] where they have shown that, wheneverF : K  X is upper semi-continuous (u.s.c.) with
nonempty, convex, closed and bounded values, andK ⊆ X is locally closed, a necessary and sufficient
condition in order thatK be absolutely continuous-viable with respect toF is

F (ξ) ∩ TK(ξ) 6= ∅ (4)

for eachξ ∈ K, whereTK(ξ) denotes the contingent cone toK atξ ∈ K. We recall thatTK(ξ) consists of
all vectorsη ∈ X which are tangent toK at ξ ∈ K in the sense of Bouligand [5] and Severi [23], i.e.,

lim inf
h↓0

1

h
dist(ξ + hη; K) = 0.

Clearly, (4) is nothing but a simple extension of the well-known tangency condition:f(ξ) ∈ TK(ξ) for
eachξ ∈ K, used by Nagumo [16] in the single-valued and autonomous case, i.e.F (ξ) = {f(ξ)}. Exten-
sions of the main result of Bebernes-Schuur [1], to multi-functions defined on graphs, in finite dimensional
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spaces, were obtained subsequently by Methlouthi [15], for u.s.c.F , and by Bothe [3], for almost u.s.c.F .
For similar results in infinite dimensional spaces, see Bothe [4], as well as Cârjă, Necula, Vrabie [9].

Recently, Cârjă, Necula, Vrabie [10] considered the multi-valued perturbed caseu′(t)∈Au(t)+F (u(t))
with A the infinitesimal generator of aC0-semigroup andF : K  X . In order to cover more general
situations, from the viewpoints of both necessary and sufficient conditions of mild-viability, they introduced
the concept ofA-quasi-tangent set to a given setK at a given pointξ ∈ K by saying that a nonempty and
bounded subsetE in X is A-quasi-tangent toK at ξ ∈ K if

lim inf
h↓0

1

h
dist

(
S(h)ξ +

∫ h

0

S(h − s)FE ds; K

)
= 0,

where
FE =

{
f ∈ L1

loc(R; X); f(s) ∈ E a. e. fors ∈ R
}

. (5)

We notice that this concept is strictly more general than that one ofA-tangent vector used by Pavel [20]
in the single-valued case, and by Pavel, Vrabie [21] in the multi-valued case. Subsequently, inspired by the
notion ofA-tangent vector, withA nonlinear, used by Vrabie [24], they have extended this concept to the
case in whichA is nonlinear and have proved some necessary and sufficient conditions ofC0-viability. See
Cârjă, Necula, Vrabie [8] and [11].

By imposing a tangency condition expressed in terms ofA-quasi-tangent sets, in this paper, we extend
the main result in Necula, Popescu, Vrabie [19] to the fully nonlinear case, by proving a sufficient, and even
a necessary and sufficient condition forC0-viability referring to nonlinear evolution inclusions driven by
multi-valued nonautonomous andt-discontinuous perturbations defined on graphs. The advantage of using
A-quasi-tangent sets instead ofA-tangent vectors consists in that, in infinite dimensions, the “multi-valued
tangency condition” turns out to be not only sufficient forC0-viability, but necessary as well.

Finally, it should be noticed that there are two main difficulties to overcome in this context. The first one
consists in finding a suitable definition of the approximate solutions, in the general case here considered,
i.e., that one of a multi-function defined on a non-cylindricdomain, multi-function which may fail to be
u.s.c. with respect to thet-variable. The second main difficult point here is to construct a sequence of
approximate solutions which, under some additional fairlynatural assumptions, has at least one convergent
subsequence.

The paper is divided into 7 sections, thesecondand thethird ones being merely concerned with the
definition of both tangency concepts and special classes of multi-functions to be used in the sequel. The
fourth sectioncontains the main necessary condition ofC0-viability, while in the fifth section we state the
main mild-viability sufficient condition and prove the existence of approximation solutions. In section6
we prove the main sufficient condition for mild-viability, while the last section7, as an application, we
include a comparison result referring to a class of nonlinear evolution inclusions governed by multi-valued
perturbations of subdifferentials.

2 Tangency concepts

Let X be a real Banach space,I ⊆ R a nonempty and open from the right interval, letK : I  D(A) be
a multi-function with nonempty values and letK be the graph ofK, i.e. K := { (τ, ξ) ∈ I × X ; τ ∈ I,
ξ ∈ K(τ) }. Let (τ, ξ) ∈ K, let η ∈ X and letE ∈ B(X), whereB(X) denotes the class of all nonempty
and bounded subsets inX .

Definition 4 We say that

(i) the vectorη is A-tangentto K at (τ, ξ) if

lim inf
h↓0

1

h
dist

(
u(τ + h, τ, ξ, η); K(τ + h)

)
= 0,
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whereu( · , τ, ξ, η) denotes the uniqueC0-solutionof the Cauchy problem
{

v′(t) ∈ Av(t) + η

v(τ) = ξ,

on [τ, +∞). See Definition1.

(ii) the setE is A-tangentto K at (τ, ξ) if

lim inf
h↓0

1

h
dist

(
u(τ + h, τ, ξ, E); K(τ + h)

)
= 0,

whereu(τ + h, τ, ξ, E) = { u(τ + h, τ, ξ, η); η ∈ E }.

(iii) E is A-quasi-tangentto K at (τ, ξ) if

lim inf
h↓0

1

h
dist

(
u(τ + h, τ, ξ, FE); K(τ + h)

)
= 0,

whereFE is defined by(5), andu(τ + h, τ, ξ, FE) = { u(τ + h, τ, ξ, f); f ∈ FE }.

Throughout, we denote by:

(i) TA
K

(τ, ξ) the set of allA-tangent vectors toK at (τ, ξ);

(ii) TS
A
K(τ, ξ) the set of allA-tangent sets toK at (τ, ξ);

(iii) QTS
A
K

(τ, ξ) the set of allA-quasi-tangent sets toK at (τ, ξ).

Identifying vectors with singletons, and constants with locally integrable functions, we deduce

T
A
K

(τ, ξ) ⊆ TS
A
K

(τ, ξ) ⊆ QTS
A
K

(τ, ξ),

and it may happen, even in the simplest caseA ≡ 0, that both inclusions to be strict. See Example 2.4.1,
p. 36 in Cârjă, Necula, Vrabie [9].

3 Special classes of multi-functions

Throughout,K is endowed with the metric,d, defined by

d
(
(τ, ξ), (θ, µ)

)
= max{ |τ − θ|, ‖ξ − µ‖ },

for all (τ, ξ), (θ, µ) ∈ K. Furthermore, whenever we will use the termstrongly-weakly u.s.c.we will mean
that the domain of the multi-function in question is equipped with the strong topology, while the range is
equipped with the weak topology. The termu.s.c. refers to the case in which both domain and range are
endowed with the strong, i.e. norm, topology. Finally, in all that follows,λ stands for the Lebesgue measure.

Definition 5 The multi-functionF : K  X is called (strongly-weakly) almost u.s.c.if for eachε > 0
there exists an open setOε ⊆ I such thatλ(Oε) ≤ ε andF|[(I\Oε)×X]∩K is (strongly-weakly) u.s.c.

Definition 6 We say thatF : K  X is essentially locally boundedif, for each(τ, ξ) ∈ K, there exist a
negligible setN1 ⊆ I, ρ > 0, andℓ1 ∈ L∞

loc(I; R) such that for all(t, u) ∈ (I \ N1) × D(ξ, ρ)) ∩ K, we
have

‖F (t, u)‖ ≤ ℓ1(t).

If we relax the conditionℓ1 ∈ L∞
loc(I; R) to ℓ1 ∈ L1

loc(I; R), we say thatF is locally integrally bounded.
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Remark 1 If D(A) is separable, we can chooseN1 in Definition6 independent of(τ, ξ) ∈ K and, in this
case, for each(τ, ξ) ∈ [(I \ N1) × X ] ∩ K, F (τ, ξ) is bounded.

Excepting the case whenK : I  X is constant, i.e.,K(t) ≡ C, whenK = I × C is a cylindrical
domain, one may happen that there would be no multi-functionF : K X such thatK beC0-viable with
respect toA + F . See Example 2.1 in Necula, Popescu, Vrabie [18].

So, in order to get necessary and even necessary and sufficient conditions for the viability of a non-
cylindrical graph with respect to a given multi-functions,one has to consider merely a special class of
graphs. This class of graphs, we are going to define preciselybelow, was considered for the first time by
Necula [17].

Definition 7 Let K : I  D(A) be a multi-function. The graph,K, of K is said to beA-C0-viable
by itself if for each(τ, ξ) ∈ K, there existT > τ , ρ > 0 and ℓ2 ∈ L1

loc(I; R), so that for each(τ̃ , ξ̃) ∈

([τ, T ) × S(ξ, ρ))∩K, there exist̃T ∈ (τ̃ , T ] and a pair of functions,(g, v) ∈ L1
(
[τ̃ , T̃ ]; X)×C([τ̃ , T̃ ]; X

)
,

satisfying:

(v1) v(t) = u(t, τ̃ , ξ̃, g) for eacht ∈ [τ̃ , T̃ ] ;

(v2) (t, v(t)) ∈ ([τ̃ , T̃ ] × S(ξ, ρ)) ∩ K for eacht ∈ [τ̃ , T̃ ];

(v3) ‖g(s)‖ ≤ ℓ2(s) a.e. fors ∈ [τ̃ , T̃ ].

By a simple solution issuing from(τ̃ , ξ̃) ∈ ([τ, T ) × S(ξ, ρ)) ∩ K we mean a pair(g, v) satisfying
(v1)–(v3).

Remark 2 In other words, the graph,K, ofK : I  D(A) is A-C0-viable by itself if and only if, for each
(τ, ξ) ∈ K, there existT > τ , ρ > 0 andℓ2 ∈ L1

loc(I; R), so that
(
[τ, T ) × S(ξ, ρ)

)
∩ K is C0-viable with

respect toA + G, where the multi-functionG : ([τ, T ) × X) ∩ K X is defined by

G(t, ξ) := { v ∈ X ; ‖v‖ ≤ ℓ2(t) } ,

for each(t, ξ) ∈ ([τ, T ) × X) ∩ K.

Remark 3 (i) If K : I  D(A) is constant andS(t)K ⊆ K for eacht ≥ 0, thenK is A-C0-viable by
itself.

(ii) If K is C0-viable with respect toA + F , whereF : K  X is some locally essentially bounded
multi-function then, for each(τ, ξ) ∈ K, the functionG, defined as in Remark2, with ℓ2 = ℓ1, where
ℓ1 is given by Definition6, satisfies the conditions in Remark6, and thusK is A-C0-viable by itself.

4 Necessary conditions for viability

Throughout,λ denotes the Lebesgue measure onR. First we recall

Definition 8 Anm-dissipative operatorA : D(A) X is of compact typeif for each sequence(fn, un)n

in L1(τ, T ; X)× C([τ, T ]; X) with un a C0-solution of the problemu′
n(t) ∈ Aun(t) + fn(t) on [τ, T ] for

n = 1, 2, . . . , limn fn = f weakly inL1(τ, T ; X) andlimn un = u strongly inC([τ, T ]; X), it follows that
u is aC0-solution of the problemu′(t) ∈ Au(t) + f(t) on [τ, T ].

A typical example ofm-dissipative nonlinear operator of compact type is given by∆β in L1(Ω) with
Dirichlet boundary conditions. See Diaz, Vrabie [13] and Cârjă, Necula, Vrabie [9], Theorem 1.7.9, p. 22.

The hypotheses we will use in the sequel are listed below.
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(A1) A : D(A) ⊆ X  X is m-dissipative and{S(t) : D(A) → D(A); t ≥ 0 } is the nonlinear
semigroup of contractions generated byA;

(A2) A : D(A) ⊆ X  X is m-dissipative and{S(t) : D(A) → D(A); t ≥ 0 } is compact, i.e.,S(t) is
compact for eacht > 0;

(A3) A : D(A) ⊆ X  X is m-dissipative and of compact type;

(F1) the graphK is A-C0-viable by itself;

(F2) F has nonempty and closed values;

(F3) F : K X is almost u.s.c.;

(F4) F : K X is essentially locally bounded;

(F5) F : K X is almost strongly-weakly u.s.c.;

(F6) there exists a setN ⊆ I, with λ(N) = 0, and such that for each(τ, ξ) ∈ [(I \N)×X ]∩K, we have
F (τ, ξ) ∈ QTS

A
K

(τ, ξ).

Theorem 3 Let D(A) be separable. If(A1), and (F3) are satisfied,F is nonempty-valued and locally
integrally bounded, andK is C0-viable with respect toA + F , then both(F1) and(F6) hold.

PROOF. In view of (ii) in Remark3, it remains to check out only(F6). SinceD(A) is separable, and
F is locally integrally bounded, from Remark1, it follows that there exist a finite or countable setΓ,
(τi, ξi)i∈Γ ⊆ K, (δi)i∈Γ ⊆ (0,∞), (ρi)i∈Γ ⊆ (0,∞), (ℓi)i∈Γ ⊆ L1

loc(I; R) and a negligible setN ⊆ I
such thatK ⊆ ∪i∈Γ(τi − δi, τi + δi)× S(ξi, ρi) and, for eachi ∈ Γ and each(t, u) ∈ (((τi − δi, τi + δi) \
N) × S(ξi, ρi)) ∩ K, we have‖F (t, u)‖ ≤ ℓi(t).

From(F3) it follows that for eachn ≥ 1 it existsIn ⊂ I such thatλ(I \ In) < 1/n andF is u.s.c. on
(In × X) ∩ K.

Let En ⊂ In the set of all density points ofIn which are also Lebesgue points forℓi, for all i ∈ Γ. Let
E = (∪n≥1En) ∩ (I \ N). Obviously,λ(I \ E) = 0.

Let τ ∈ E andξ ∈ K(τ). We will show thatF (τ, ξ) ∈ QTS
A
K

(τ, ξ).
Let u : [τ, T ] → D(A) be a solution of (1). Hence there existsf ∈ L1(τ, T ; X) such thatf(s) ∈

F (s, u(s)) a.e.s ∈ [τ, T ] andu = u( · , τ, ξ, f).
Sinceτ ∈ E, there existsn0 ∈ N such thatτ ∈ En0

. Analogously, sinceK ⊆ ∪i∈Γ(τi − δi, τi + δi) ×
S(ξi, ρi), there existsi0 ∈ Γ such that(τ, ξ) ∈ (τi0 − δi0 , τi0 + δi0) × S(ξi0 , ρi0). Let ε > 0 be arbitrary
but fixed and let0 < δ < δi0 be such that

f(s) ∈ F (s, u(s)) ⊂ F (τ, ξ) + D(0, ε),

a.e. fors ∈ [τ, τ + δ] ∩ En0
andu(s) ∈ S(ξi0 , ρi0) for all s ∈ [τ, τ + δ].

Let η ∈ F (τ, ξ) be fixed and

f̃(s) =

{
f(s) for s ∈ [τ, τ + δ] ∩ En0

η for s ∈ [τ, τ + δ] \ En0
.
.

Hencef̃(s) ∈ F (τ, ξ) + D(0, ε) a.e. fors ∈ [τ, τ + δ].
Let f : [τ, τ + δ] → X countably valued such that‖f(s) − f̃(s)‖ < ε a.e. fors ∈ [τ, τ + δ]. So, we

have
f(s) ∈ F (τ, ξ) + D(0, 2ε)

a.e. fors ∈ [τ, τ + δ].
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Then, there exist two countably valued functionsg : [τ, τ + δ] → F (τ, ξ) andr : [τ, τ + δ] → D(0, 2ε)
such that

f(s) = g(s) + r(s)

a.e. fors ∈ [τ, τ + δ]. Henceg, r ∈ L1(τ, τ + δ; X).
Sinceu(τ + h) ∈ K(τ + h), ‖g(s) − f̃(s)‖ ≤ 3ε a.e. fors ∈ [τ, τ + δ], using Corollary1, we deduce

that for each0 < h < δ

1

h
dist

(
u(τ + h, τ, ξ, FF (τ,ξ)), K(τ + h)

)
≤

1

h
‖u(τ + h, τ, ξ, g) − u(τ + h, τ, ξ, f)‖

≤
1

h

∫ τ+h

τ

‖g(s) − f(s)‖ ds

≤
1

h

∫ τ+h

τ

‖g(s) − f̃(s)‖ ds +
1

h

∫ τ+h

τ

‖f̃(s) − f(s)‖ ds

≤ 3ε +
1

h

∫

[τ,τ+h]\En0

‖f(s) − η‖ ds

≤ 3ε +
1

h

∫

[τ,τ+h]\En0

‖ℓi0(s)‖ ds +
1

h

∫

[τ,τ+h]\En0

‖η‖ ds

≤ 3ε +
1

h

∫ τ+h

τ

‖ℓi0(s) − ℓi0(τ)‖ ds + (‖ℓi0(τ)‖ + ‖η‖)

(
1 −

λ([τ, τ + h] ∩ En0
)

λ([τ, τ + h])

)
.

Passing tolim sup in the inequality above and recalling thatτ is both a density point and a Lebesgue
point for ℓi0 , we get

lim sup
h↓0

1

h
dist

(
u(τ + h, τ, ξ, FF (τ,ξ)), K(τ + h)

)
≤ 3ε.

As ε > 0 was arbitrary, we deduce(F6). �

In fact, we have proved a stronger result, i.e.,

Theorem 4 Let D(A) be separable. If(A1), and (F3) are satisfied,F is nonempty-valued and locally
integrally bounded, andK is C0-viable with respect toA+F , then(F1) holds and there exists a setN ⊆ I,
with λ(N) = 0, and such that for each(τ, ξ) ∈ ((I \ N) × X) ∩ K, we have

lim
h↓0

1

h
dist

(
u(τ + h, τ, ξ, FF (τ,ξ)); K(τ + h)

)
= 0.

5 Sufficient conditions for viability

Definition 9 We say that the graphK is:

(i) locally closed from the leftif for each(τ, ξ) ∈ K there existT > τ andρ > 0 such that, for each
(τn, ξn) ∈ ([τ, T ]×D(ξ, ρ))∩K, with (τn)n nondecreasing,limn τn = τ̃ andlimn ξn = ξ̃, we have
(τ̃ , ξ̃) ∈ K;

(ii) closed from the leftif for each(τn, ξn) ∈ K, with (τn)n nondecreasing,limn τn = τ̃ andlimn ξn =

ξ̃, we have(τ̃ , ξ̃) ∈ K.

Theorem 5 Let K be locally closed from the left and letF : K  X be nonempty, convex and weakly
compact valued. If(A1), (A2), (A3), (F1), (F2), (F4) and (F5) are satisfied, then a sufficient condition in
order thatK beC0-viable with respect toA + F is (F6). If, instead of(F5), the stronger condition(F3) is
satisfied, then(F6) is also necessary in order thatK beC0-viable with respect toA + F .
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The necessity follows from Theorem3 by observing that(A2) implies the separability ofD(A). This
separability result is a straightforward extension of its linear counterpart in Vrabie [26, Theorem 6.2.2,
p. 136]. The sufficiency, which is by far the most interestingpart of Theorem5, will be proved later.

From Theorem5, by a slight extension of Brezis-Browder Ordering Principle [7], i.e. Theorem 2.1.1,
p. 30 in Cârjă, Necula, Vrabie [9], we deduce the globalC0-viability result below.

Theorem 6 Let K be closed from the left and letF : K  X be nonempty, convex and weakly compact
valued. If(A1), (A2), (A3), (F1), (F2), (F4) and (F5) are satisfied, then a sufficient condition in order
thatK be globallyC0-viable with respect toA + F is (F6). If, instead of(F5), the stronger condition(F3)
is satisfied, then(F6) is also necessary.

The next lemma is the main step through the proof of Theorem5.

Lemma 1 LetX be a real Banach space,A : D(A) ⊆ X  X anm-dissipative operator,I a nonempty
and open from the right interval,K : I  D(A) a multi-function with locally closed from the left graph
andF : K  X a nonempty-valued, locally essentially bounded multi-function. Let us assume that(A1),
(F1) (F2), (F4), and (F6) are satisfied. Let(τ, ξ) ∈ K and letZ = N1 ∪ N , whereN1 andN are the
negligible sets in(F4) and in(F6).

Let ρ > 0 and T̃ > τ be such that([τ, T̃ ] × D(ξ, ρ)) ∩ K is closed from the left,F is a.e. bounded by
ℓ1 ∈ L∞

loc(I; R) on([τ, T̃ ]×D(ξ, ρ))∩K —see Definition6 and letℓ2 ∈ L1
loc(I; R) be given by Definition7.

Then, for eachε ∈ (0, 1) and each open setO ⊆ I, with Z ⊆ O, there existT ∈ (τ, T̃ ] and
three functions:α : [τ, T ] → [τ, T ] nondecreasing and right continuous,f : [τ, T ] → X measurable and
v : [τ, T ] → X continuous satisfying:

(i) t − ε ≤ α(t) ≤ t for all t ∈ [τ, T ], α(T ) = T ;

(ii) for eacht ∈ [τ, T ] for whichα(t) ∈ O it follows that [α(t), t] ⊆ O;

(iii) v(α(t)) ∈ D(ξ, ρ) ∩ K(α(t)) for all t ∈ [τ, T ];

(iv) f(t) ∈ F
(
α(t), v(α(t))

)
for eacht ∈ [τ, T ] \ O;

(v) ‖f(t)‖ ≤ ℓ(t) a.e. fort ∈ [τ, T ], with ℓ(t) = max{ℓ1(t), ℓ2(t)}, whereℓ1 ∈ L∞
loc(I; R) is as in

Definition6 andℓ2 ∈ L1
loc(I; R) as in Definition7;

(vi) v(τ) = ξ and‖v(t) − u(t, α(s), v(α(s)), f)‖ ≤ (t − α(s))ε for all t, s ∈ [τ, T ], τ ≤ s ≤ t ≤ T ;

(vii) ‖v(t) − v(α(t))‖ ≤ ε for all t ∈ [τ, T ];

(viii) sup
t∈[τ,T ]

‖S(t − τ)ξ − ξ‖ +

∫ T

τ

ℓ(s) ds + T − τ ≤ ρ.

Definition 10 Let (τ, ξ) ∈ K, ε ∈ (0, 1) andO ⊆ I a nonempty and open set withZ ⊆ O. A triplet
(α, f, v) satisfying(i)–(viii ) is called an(ε, O)-approximateC0-solutionof (1).

We can now proceed to the proof of Lemma1.
PROOF OFLEMMA 1 Let (τ, ξ) ∈ K be arbitrary and chooseρ > 0 andT > τ such that

(
[τ, T ] × D(ξ, ρ)

)
∩ K

is closed from the left. This is always possible becauseK is locally closed. Next, diminishingT > τ if
necessary, we may assume that (viii ) holds.

We first prove that the conclusion of Lemma1 remains true if we replaceT as above with a possible
smaller numberτ + δ with δ ∈ (0, T − τ ] which, at this stage, is allowed to depend onε ∈ (0, 1). Then, by
using the extension of Brezis-Browder Ordering Principle [7], i.e. Theorem 2.1.1, p. 30 in Cârjă, Necula,
Vrabie [9], we will prove that we can takeτ + δ = T independent ofε.

Let ε ∈ (0, 1) be arbitrary. We distinguish between the following two complementary cases.

105



M. Necula, M. Popescu and I. I. Vrabie

Case 1. If τ ∈ O, we takeα : [τ, τ +δ] → [τ, τ +δ] defined byα(t) = τ for t ∈ [τ, τ +δ), α(τ +δ) = τ +δ.
In order to definef andv, let us recall that there exists a simple solution(g, v) issuing from(τ, ξ),
defined on[τ, τ + δ]. Let (g, v) be such a simple solution, and let us definef(s) = g(s) a.e. for
s ∈ [τ, τ + δ]. Obviously (i) and (iii )–(vi) are satisfied and, taking into account thatO is open andv
is continuous, diminishingδ if necessary, we conclude that (ii ) and (vii ) are satisfied too.

Case 2. If τ /∈ O thenτ /∈ Z, thenF (τ, ξ) ∈ QTS
A
K(τ, ξ), and therefore there existf ∈ FF (τ,ξ), δ ∈ (0, ε)

andp ∈ X with ‖p‖ ≤ ε such that

u(τ + δ, τ, ξ, f) + δp ∈ K(τ + δ).

We recall thatFF (τ,ξ) = { f ∈ L1(R+; X); f(s) ∈ F (τ, ξ) a.e. fors ∈ R+ }. With f as above,
let us defineα : [τ, τ + δ] → [τ, τ + δ] andv : [τ, τ + δ] → X by α(t) = τ for t ∈ [τ, τ + δ),
α(τ + δ) = τ + δ, and respectively by

v(t) = u(t, τ, ξ, f) + (t − τ)p

for eacht ∈ [τ, τ + δ].

Let us observe that the functionsα, f andv satisfy (i)–(v) with T = τ + δ. Clearly,v(τ) = ξ.
Moreover, since‖p‖ ≤ ε, we deduce

‖v(t) − u(t, α(s), v(α(s)), f)‖ = ‖v(t) − u(t, τ, v(τ), f)‖ = (t − τ)‖p‖ ≤ (t − α(s))ε

for all τ ≤ s ≤ t ≤ τ + δ. Thus (vi) is also satisfied. Next, diminishingδ > 0 and redefiningα if
necessary, we get

‖v(t) − v(α(t))‖ = ‖v(t) − v(τ)‖

≤ ‖u(t, τ, ξ, f)− ξ‖ + (t − τ)‖p‖

≤ ‖S(t − τ)ξ − ξ‖ +

∫ t

τ

‖f(s)‖ ds + (t − τ)ε

≤ sup
t∈[τ,τ+δ]

‖S(t − τ)ξ − ξ‖ +

∫ τ+δ

τ

ℓ(s) ds + δ ≤ ε

for eacht ∈ [τ, τ + δ), and thus (vii ) is also satisfied.

Next, we will show that there exists at least one triplet(α, f, v) satisfying (i)–(viii ) on [τ, T ]. We shall
use the extension of Brezis-Browder Ordering Principle [7], i.e. Theorem 2.1.1, p. 30 in Cârjă, Necula,
Vrabie [9], as follows. LetS be the set of all triplets(α, f, v), defined on[τ, µ], with τ < µ ≤ T and
satisfying (i)–(viii ) with µ instead ofT . This set is clearly nonempty, as we have already proved. OnS we
introduce a partial order� as follows. We say that

(α1, f1, v1) � (α2, f2, v2)

if µ1 ≤ µ2 andα1(s) = α2(s), f1(s) = f2(s) andv1(s) = v2(s) for eachs ∈ [τ, µ1].
Let us define the functionN : S → R by

N(α, f, v) = µ.

It is clear thatN is increasing onS. Let us now take an increasing sequence

((αj , fj , vj))j

in S and let us show that it is bounded from above inS. We define an upper bound as follows. First, set

µ∗ = sup{µj; j ∈ N }.
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If µ∗ = µj for somej ∈ N, (αj , fj , vj) is clearly an upper bound. Ifµj < µ∗ for eachj ∈ N, let us define

α(t) = αj(t), f(t) = fj(t), v(t) = vj(t)

for j ∈ N and everyt ∈ [τ, µj ]. To extendα, f andv to t = µ∗, we proceed as follows.
First, we extendf atµ∗ by settingf(µ∗) = η, whereη ∈ X is arbitrary but fixed.
Second, by (iv) and (v), it follows thatf ∈ L1(τ, µ∗; X) and therefore, for eachj ∈ N, the function

u( · , µj, v(µj), f) : [µj , µ
∗] → D(A) is continuous.

To extendv to µ∗, it suffices to show that there existslimt↑µ∗ v(t). To this aim, let us observe that, in
view of (vi), we have

‖v(t) − v(t̃)‖ ≤ ‖v(t) − u(t, µj, v(µj), f)‖

+ ‖u(t, µj, v(µj), f) − u(t̃, µj, v(µj), f)‖ + ‖u(t̃, µj , v(µj), f) − v(t̃)‖

≤ (t − µj)ε + ‖u(t, µj, v(µj), f) − u(t̃, µj , v(µj), f)‖ + (t̃ − µj)ε

≤ (µ∗ − µj)ε + ‖u(t, µj, v(µj), f) − u(t̃, µj , v(µj), f)‖ + (µ∗ − µj)ε,

for eachj ∈ N, eacht ≥ µj and each̃t ≥ µj . Sincelimj µj = µ∗ andu( · , µj , v(µj)) is continuous at
t = µ∗, we conclude thatt 7→ v(t) satisfies the Cauchy necessary and sufficient condition for the existence
of the limit at t = µ∗. Indeed, letε′ > 0 be arbitrary and let us fixj ∈ N such that(µ∗ − µj)ε ≤ ε′/3.
Next, let us fixδ(ε′) > 0 such that, for eacht, t̃ ∈ [µj , µ

∗) with µ∗− t ≤ δ(ε′) andµ∗− t̃ ≤ δ(ε′), we have
‖u(t, µj, v(µj), f)−u(t̃, µj, v(µj), f)‖ ≤ ε′/3. Thus, for eacht andt̃ as above, we have‖v(t)−v(t̃)‖ ≤ ε′,
as claimed. So, we can extendv, by continuity, to the whole interval[τ, µ∗]. Finally, we defineα(µ∗) = µ∗.

Sincev(µm) ∈ D(ξ, ρ)∩K(µm), for eachm ∈ N, and the latter is closed from the left, we deduce that
v(µ∗) ∈ D(ξ, ρ)∩K(µ∗). At this point, let us observe that, if necessary, i.e., ifµ∗ /∈ O, we have to redefine
f(µ∗) = η by choosingη ∈ F (µ∗, v(µ∗)), in order that (iv) be satisfied. This is always possible because
f is supposed to be inL1(τ, µ∗; X). Hence,(α, f, v) satisfies (i)–(iv). Next, we may easily verify that
(α, f, v) satisfies (v)–(viii ) and so, it is an upper bound for((αj , fj, vj))j . Consequently the setS endowed
with the partial order� and the functionN satisfy the hypotheses of the extension of Brezis-Browder
Ordering Principle [7], i.e. Theorem 2.1.1, p. 30 in Cârjă, Necula, Vrabie [9]. Accordingly, there exists at
least oneN-maximal element(αν , fν , vν) in S, i.e., an element such that, if(αν , fν , vν) � (ασ, fσ, vσ)
thenν = σ.

We next show thatν = T , whereT satisfies (viii ). We prove this by contraposition, i.e., we show
that an element(αν , fν , vν) in S with ν < T is not N-maximal. So, let us assume thatν < T and let
ξν = vν(ν) = vν(αν(ν)) which, by (iii ), belongs toD(ξ, ρ) ∩ K(ν). In view of (v) and (vi), we have

‖ξν − ξ‖ ≤ ‖S(ν − τ)ξ − ξ‖ + ‖u(ν, τ, ξ, fν) − S(ν)ξ‖ + ‖vν(ν) − u(ν, τ, ξ, fν)‖

≤ ‖S(ν − τ)ξ − ξ‖ +

∫ ν

τ

‖fν(s)‖ ds + (ν − τ)ε

≤ sup
0≤t≤ν−τ

‖S(t)ξ − ξ‖ +

∫ ν

τ

ℓ(s) ds + (ν − τ)ε.

Recalling thatν < T andε < 1, from (viii ), we get

‖ξν − ξ‖ < ρ. (6)

At this point we act as at the beginning of the proof withν instead ofτ and withξν instead ofξ. So,
distinguish between the following two complementary cases.

Case 1. If ν ∈ O, we takeα : [τ, ν + δ] → [τ, ν + δ] defined by

αν+δ(t) =





αν(t) if t ∈ [τ, ν]

ν if t ∈ ( ν, ν + δ)

ν + δ if t = ν + δ,
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In order to definefν+δ andvν+δ, let us recall that there exists a simple solution(g, v) issuing from(ν, ξν),
defined on[ν, ν + δ]. Let (g, v) be such a simple solution, and let us define

fν+δ(t) =

{
fν(t) if t ∈ [τ, ν]

g(t) if t ∈ ( ν, ν + δ],

and

vν+δ(t) =

{
vν(t) if t ∈ [τ, ν]

v(t) if t ∈ (ν, ν + δ].

One may easily see that (i) and (iii )–(vi) are satisfied and, taking into account thatO is open andv is
continuous, diminishingδ if necessary, we conclude that (ii ), (vii ) and (viii ) are satisfied too.

Case 2. If ν /∈ O thenν /∈ Z, thenF (ν, ξ) ∈ QTS
A
K(ν, ξ). So, from (6), we infer that there exist

f ∈ FF (ν,ξν), δ ∈ (0, ε] with ν + δ ≤ T andp ∈ X satisfying‖p‖ ≤ ε, such that

u(ν + δ, ν, ξν , f) + δp ∈ D(ξ, ρ) ∩ K(ν + δ).

Let us defineαν+δ : [τ, ν + δ] → [τ, ν + δ], fν+δ : [τ, ν + δ] → X andvν+δ : [τ, ν + δ] → X by

αν+δ(t) =





αν(t) if t ∈ [τ, ν]

ν if t ∈ ( ν, ν + δ)

ν + δ if t = ν + δ,

fν+δ(t) =

{
fν(t) if t ∈ [τ, ν]

f(t) if t ∈ ( ν, ν + δ],

and

vν+δ(t) =

{
vν(t) if t ∈ [τ, ν]

u(t, ν, ξν , fν+δ) + (t − ν)p if t ∈ (ν, ν + δ].

Sincevν+δ(ν + δ) ∈ D(ξ, ρ) ∩ K(ν + δ), (αν+δfν+δ, vν+δ), it follows that satisfies (i)–(v), with T
replaced byν + δ.

To check (vi) we consider the complementary cases:s ≤ t ≤ ν, ν < s ≤ t ands ≤ ν ≤ t.
Clearly (vi) holds for eacht, s satisfyings ≤ t ≤ ν. If ν < s ≤ t, we have

‖vν+δ(t)−u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖

= ‖u(t, ν, ξν, fν+δ) + (t − ν)p − u(t, ν, ξν , fν+δ)‖

≤ (t − ν)ε = (t − αν+δ(s))ε.

Let nows < ν ≤ t, and let us observe that, by virtue of the evolution property(3) and of (vi) (which is
valid on both[τ, ν] and[ν, ν + δ]), we have

vν+δ(t) − u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)

= u(t, ν, vν+δ(ν), fν+δ) + (t − ν)p − u(t, ν, u(ν, αν+δ(s), vν+δ(αν+δ(s)), fν+δ), fν+δ).

Therefore

‖vν+δ(t)−u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖

≤ ‖vν+δ(ν) − u(ν, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖ + (t − ν)‖p‖

≤ (ν − αν+δ(s))ε + (t − ν)ε

= (t − αν+δ(s))ε,
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which proves (vi).
Similarly, diminishingδ if necessary and redefining the functionsα, f and v, we deduce that (vii )

and (viii ) are satisfied. So(αν+δ, fν+δ, vν+δ) ∈ S,

(αν , fν , vν) � (αν+δ, fν+δ, vν+δ)

andν < ν + δ. Hence(αν , fν , vν) is notN-maximal, and this completes the proof of Lemma1. �

Remark 4 Under the general hypotheses of Lemma1, for eachγ > τ , we can diminish bothρ > 0 and
T > τ , such thatT < γ, ρ < γ − τ and all the conditions(i)–(viii ) in Lemma1 be satisfied.

6 Proof of Theorem 5

PROOF OFTHEOREM 5 Since the necessity follows from Theorem3, we will confine ourselves only to
the proof of the sufficiency.

LetZ ⊆ R be a negligible set including the negligible setN1 appearing in Definition6 and the negligible
setN in (F6). Letρ > 0 andT > τ andℓ be as in Lemma1. Letεn ∈ (0, 1), with εn ↓ 0, let (On)n≥1 ⊆ R

be a sequence of open sets such that:

(a) Z ⊆ On for eachn ∈ N, n ≥ 1;

(b) On+1 ⊆ On andλ([τ, T ] ∩ On) ≤ εn for eachn ∈ N, n ≥ 1;

(c) F|[(I\On)×D(ξ,ρ)]∩K is strongly-weakly u.s.c., for eachn ∈ N, n ≥ 1.

Let ((an,fn,un))n be a sequence of(εn, On)-approximate solutions of (1), sequence given by Lemma1.
Clearly

lim
n

an(s) = s

uniformly for s ∈ [τ, T ).
In view of (vi) in Lemma1, we have

un(t) = u(t, τ, ξ, fn) + wn(t) (7)

for eachn ∈ N andt ∈ [τ, T ], wherelimn wn(t) = 0 uniformly for t ∈ [τ, T ]. We will show that, on a
subsequence at least,(un)n is uniformly convergent on[τ, T ] to some functionu which will turn out to be
aC0-solution for the problem (1).

To do this, it suffices to show that the sequence(u( · , τ, ξ, fn))n is uniformly convergent on[τ, T ] to
some functionu.

Since‖fn(t)‖ ≤ ℓ(t) for eachn ∈ N and a.e. fort ∈ [τ, T ], and the semigroup generated byA is
compact, by virtue of Baras’ Theorem 2.3.3, p. 47, in Vrabie [25], we conclude that(un)n has at least
one uniformly convergent subsequence to some functionu. But an(t) ↑ t and limn un(an(t)) = u(t),
uniformly for t ∈ [τ, T ), and hence, for eachk ≥ 1, the set

Ck = { (an(t), un(an(t))); n ≥ k, t ∈ [τ, T ) }

is compact. SinceF is strongly-weakly u.s.c. and has weakly compact values, byLemma 2.6.1, p. 47, in
Cârjă, Necula, Vrabie [9], it follows that, for eachk ≥ 1, the set

Bk := conv



⋃

n≥k

⋃

t∈[τ,T ]\Ok

F (an(t), un(an(t)))



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is weakly compact. Using again the fact that‖fn(t)‖ ≤ ℓ(t) for eachn ∈ N and a.e. fort ∈ [τ, T ], where
ℓ ∈ L1(τ, T ; R), recalling thatBk is weakly compact andlimk λ(Ok) = 0, by Diestel’s Theorem 1.3.8,
p. 10, in Cârjă, Necula, Vrabie [9], it follows that, on a subsequence at least,limn fn = f weakly in
L1(τ, T ; X). By (ii ) in Lemma1, for eachk ≥ 1 there existsn(k) ∈ N so that, for eachn ≥ n(k) ≥ k, we
havean(s) ∈ [τ, T ]\Ok a.e. fors ∈ [τ, T ]\Ok. As limn un(t) = u(t) uniformly for t ∈ [τ, T ], limn fn = f
weakly inL1(τ, T ; X), fn(s) ∈ F (an(s), un(an(s))) a.e. fors ∈ [τ, T ] \ Ok, andF|[(I\Ok)×D(ξ,ρ)]∩K is
strongly-weakly u.s.c., from Theorem 3.1.2, p. 88, in Vrabie [25], we conclude thatf(s) ∈ F (s, u(s)) for
eachk ≥ 1 and a.e. fors ∈ [τ, T ] \ Ok. Sincelimk λ(Ok) = 0, we deduce that

f(s) ∈ F (s, u(s)) (8)

a.e. fors ∈ [τ, T ].
Finally, taking into account thatA is of compact type —see Definition8— and passing to the limit both

sides in (7), for n → ∞, we get
u(t) = u(t, τ, ξ, f),

for eacht ∈ [τ, T ]. Since, by (i), (iii ), (vi) and (vii ) in Lemma1, we haveun(an(t)) ∈ K(an(t)),
un(T ) ∈ K(T ), an(t) ↑ t, asn → ∞, uniformly for t ∈ [τ, T ), limn un(an(t)) = limn un(t) = u(t)
uniformly for t ∈ [τ, T ], andK is locally closed from the left, it follows thatu(t) ∈ K(t) for eacht ∈ [τ, T ].
By (8), we conclude thatu is aC0- solution of (1), and this completes the proof.�

7 A comparison result

Let H be a real Hilbert space with inner product〈 · , · 〉, let C ⊆ H be a closed convex cone with
C ∩ (−C) = {0}, let “ � ” be the partial order onH defined byC, i.e.,x � y if and only if y−x ∈ C. Let
ϕ : H → R+ ∪ {+∞} be a proper, l.s.c., convex function and let∂ϕ : D(∂ϕ) ⊆ H  H be the subdif-
ferential ofϕ. It is known that−∂ϕ is the infinitesimal generator of a nonlinear semigroup of contractions
{S(t) : D(∂ϕ) → D(∂ϕ); t ≥ 0 }. Let a : I → D(∂ϕ) be a continuous function and letK : I  H be
defined byK(t) := { x ∈ H ; a(t) � x } for eacht ∈ I. Let K be the graph ofK andF : K  H be a
given multi-function. We are interested in finding sufficient conditions in order thatK bestrongly-viable
with respect to−∂ϕ + F , i.e., in order that, for each(τ, ξ) ∈ I × H with a(τ) � ξ, to exists at least one
strong-solutionu, on [τ, T ], of the problem






u′(t) ∈ −∂ϕ(u(t)) + F (t, u(t))

u(τ) = ξ

a(t) � u(t) for eacht ∈ [τ, T ],

i.e. a continuous functionu : [τ, T ] → D(∂ϕ) with u ∈ W 1,2(τ, T ; H) and for which there exists
f ∈ L2(τ, T ; H) such that:

(S1) u′(t) ∈ −∂ϕ(u(t)) + f(t), a.e. fort ∈ [τ, T ];

(S2) f(t) ∈ F (t, u(t)), a.e. fort ∈ [τ, T ];

(S3) u(τ) = ξ;

(S4) a(t) � u(t), for eacht ∈ [τ, T ].

For a thorough study of problems of this kind, withF single-valued and independent ofu, that is
F (t, u) = {f(t)}, and without the monotonicity constraint(S4), see Brezis [6].
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Definition 11 We say that a convex functionϕ : H → R+ ∪ {+∞} is of compact typeif for eachk > 0,
the level set

Lk =
{

u ∈ H ; ‖u‖2 + ϕ(u) ≤ k
}

is relatively compact in the norm topology ofH .

Remark 5 If ϕ : H → R+ ∪ {+∞} is a proper, l.s.c., convex function of compact type and∂ϕ is its sub-
differential, thenA = −∂ϕ generates a compact semigroup —see Vrabie[25, Proposition 2.2.2, p. 42],—
and is of compact type in the sense of Definition8 —Vrabie[25, Corollary 2.3.2, p. 50].

Theorem 7 Letϕ : H → R+ ∪{+∞} be a proper, l.s.c., convex function of compact type with∂ϕ single-
valued, leta ∈ W 1,1

loc (I; H), with a(t) ∈ D(∂ϕ) for eacht ∈ I, let C ⊆ D(∂ϕ) be a closed convex cone
with C ∩ (−C) = {0} andD(∂ϕ) ∩ C = C, and letK be the graph of the multi-functionK : I  H
defined byK(t) = a(t) + C for t ∈ I. Let us assume thatS(t)C ⊆ C for eacht ≥ 0, and K is
−∂ϕ-C0-viable by itself. Let us further assume thatF is a nonempty, convex and weakly compact valued
multi-function which is essentially locally bounded and almost strongly-weakly u.s.c. Then, a sufficient
condition in order thatK beC0-viable with respect to−∂ϕ + F is to exists a negligible setN ⊆ I such
that, for eachτ ∈ I \ N and eachξ ∈ ∂C ∩ D(∂ϕ), we have

dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + F (τ, a(τ) + ξ); C

)
= 0. (9)

PROOF. Throughout,O, O1, . . . , O4, denote some functions defined on(0, 1) with values inH , with
limh↓0 O(h) = limh↓0 O1(h) = · · · = limh↓0 O4(h) = 0.

First, let us notice that, for everyh ∈ (0, 1), ξ ∈ D(∂ϕ) andη ∈ H , we have






a(τ + h) = a(τ) + ha′(τ) + hO(h)

u(τ + h, τ, ξ, η) = ξ − h∂ϕ(ξ) + hη + hO(h)

S(h)ξ = ξ − h∂ϕ(ξ) + hO(h).

(10)

To prove that (9) implies the tangency condition

F (τ, a(τ) + ξ) ∈ TS
−∂ϕ
K

(τ, a(τ) + ξ), (11)

for eachτ ∈ I\N and eachξ ∈ C∩D(∂ϕ), let us observe that, in view of (10), for eachη ∈ F (τ, a(τ)+ξ),
we have

dist
(
u(τ + h, τ, a(τ) + ξ, η); K(τ + h)

)

= dist
(
u(τ + h, τ, a(τ) + ξ, η); a(τ + h) + C

)

= dist
(
a(τ) + ξ + h[−∂ϕ(a(τ) + ξ) + η] + hO1(h); a(τ) + ha′(τ) + hO2(h) + C

)

= dist
(
ξ − S(h)ξ + h[−∂ϕ(a(τ) + ξ) − a′(τ) + η] + hO3(h); −S(h)ξ + C

)

= dist
(
h[−∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η] + hO4(h); −S(h)ξ + C

)
.

(12)

Since, for eachξ ∈ C ∩ D(∂ϕ) and eachh > 0, we haveS(h)C ⊆ C andC is a convex cone, it follows
that

C ⊆ −S(h)ξ + C and hC = C. (13)

Let nowη ∈ F (τ, a(τ) + ξ) be arbitrary but fixed. From (10), (12) and (13), we get

dist
(
u(τ + h, τ, a(τ) + ξ, F (τ, a(τ) + ξ)); K(τ + h)

)

≤ dist
(
u(τ + h, τ, a(τ) + ξ, η); K(τ + h)

)

≤ dist
(
h[−∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η + O4(h)]; C

)
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= dist
(
h[−∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η + O4(h)]; hC

)

= h dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η + O4(h); C

)

≤ h dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η; C

)
+ h‖O4(h)‖

= h‖O4(h)‖.

Dividing by h and passing to the limit forh ↓ 0, we deduce

lim inf
h↓0

1

h
dist

(
u(τ + h, τ, a(τ) + ξ, F (τ, a(τ) + ξ)); K(τ + h)

)

≤ dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η; C

)

for eachη ∈ F (τ, a(τ) + ξ). Since for eachξ ∈ ∂C ∩ D(∂ϕ), we have

inf
η∈F (τ,a(τ)+ξ)

dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η; C

)

= dist
(
− ∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + F (τ, a(τ) + ξ); C

)

and, by (9), the latter equals0, we conclude that (11) holds true. Ifξ ∈ (C \ ∂C) ∩ D(∂ϕ), the conclusion
above follows from the simple remark that, forh > 0 small enough,

dist
(
u(τ + h, τ, a(τ) + ξ, η); K(τ + h)

)
= dist

(
u(τ + h, τ, a(τ) + ξ, η); a(τ + h) + C

)
= 0.

So (11) holds true for eachξ ∈ C ∩D(∂ϕ), and thus we are in the hypotheses of Theorem5 —see also
Remark5. This completes the proof. �

Remark 6 SinceF (τ, a(τ) + ξ) is convex and weakly compact andC is convex and closed, the condi-
tion (9) is equivalent to: for eachτ ∈ I \ N and eachξ ∈ ∂C ∩ D(∂ϕ), there existsη ∈ F (τ, a(τ) + ξ)
such that

−∂ϕ(a(τ) + ξ) + ∂ϕ(ξ) − a′(τ) + η ∈ C.

Remark 7 In the semi-linear case, i.e.∂ϕ = A withA linear, we have a sufficient condition better than(9).
Namely, if∂ϕ is linear, in order thatK beC0-viable with respect to−∂ϕ+F it suffices to exists a negligible
setN ⊆ I such that, for eachτ ∈ I \ N and eachξ ∈ ∂C

Aa(τ) − a′(τ) + F (τ, a(τ) + ξ) ∈ TS
A
C(ξ).

For details, see Necula, Popescu, Vrabie[19].
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Orsay.

[3] BOTHE, D., (1992). Multivalued differential equations on graphs, Nonlinear Anal., 18, 3, 245–252.DOI: 10.1016
/0362-546X(92)90062-J

112

http://dx.doi.org/10.1016/0362-546X(92)90062-J
http://dx.doi.org/10.1016/0362-546X(92)90062-J


Nonlinear evolution equations

[4] BOTHE, D., (1992). Multivalued differential equations on graphsand applications, Ph. D. Thesis, Paderborn.
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