RACSAM

Rev. R. Acad. Cien. Serie A. Mat.
VoL. 98 (1), 2004, pp. 153-180
Ciencias de la Computami’/ Computational Sciences
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Abstract. Mechanization of inductive reasoning is an exciting research area in artificial intelligence
and automated reasoning with many challenges. An overview of our work on mechanizing inductive
reasoning based on the cover set method for generating induction schemes from terminating recursive
function definitions and using decision procedures is presented. This paper particularly focuses on the
recent work on integrating induction into decision procedures without compromising their automation.

Inducci 6n y procedimientos de decisi  6n

Resumen. Dentro del campo de la inteligencia artificial y del razonamiento aaticm,’'la mecaniza-
cion del razonamiento inductivo es area de investigagi apasionante que se enfrenta a muchos retos.
Se presenta una vsi'global del trabajo de los autores sobre la mecaripadg! razonamiento inductivo
basado en el stodo de recubrimiento de conjuntos para la genenad€ esquemas de induaria partir

de definiciones de funciones recursivas con termoregiie usa procedimientos de dewisi Este artulo

se centra sobre todo en el trabajo reciente que se ha realizado con respecto a laantdgiadiiduc@h

en los procedimientos de decigiSin comprometer su automatizaei”

1. Introduction

Over the past 30 years or so, there has been a great deal of interest in developing heuristics and tech-
nigues for mechanizing reasoning by induction, partly because proofs by induction must be carried out in
many application areas including software and hardware verification, specification analysis, common-sense
reasoning, and other aspects of artificial intelligence and mathematics. Many induction theorem provers
have been developed including NQTHM [4], RRL [24], CLAM [7], ACL2 [6], INKA [1], and SPIKE [3].
Despite significant progress made in research on mechanization of inductive reasoning, using induction
theorem provers for proofs of properties of recursive and iterative programs expressed in a functional style
often requires significant manual intervention. A user can spend considerable time on proof attempts which
fail due to the inherent incompleteness in inference systems for inductive reasoning (provers fail even for
many valid conjectures). This is especially daunting to an application expert trying to use an induction
prover for obvious conjectures.

There has recently been a surge of interest in the role of decision procedures in tools for reasoning about
computations, especially because of the success of BDD-based tools and model checkers in hardware and
protocol verification, static and type analyzes, byte-code verification, and proof-carrying codes. Most such
push-button systems use a combination of decision procedures for theories such as Presburger arithmetic,
propositional satisfiability, and data structures including bit vectors, arrays, and lists. Extending these
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tools by the capability to perform induction proofs would be very desirable, since induction is frequently
needed to reason about structured and parameterized circuitsibigadders or multipliers), the timing
behavior of circuits with feedback loops, and code using loops and/or recursion over recursively defined
data structures. Because of the above-mentioned challenges in automating induction proofs, such tools
lack, however, support for inductive reasoning.

This paper attempts to provide an overview of our work on mechanizing inductive reasoning using term
rewriting techniques in the framework of our theorem prdvesrite Rule Laboratory (RRL). A particular
focus is our recent work on integrating induction into decision procedures so as to enhance the reasoning
power of decision procedures. Below, we start with a brief history.

In his Ph.D. thesis in 1988, Kapur's former student Hantao Zhang proposed a method for mechanizing
induction based on the concept ofaver set built from a definition of a function given using terminating
rewrite rules [29]. This method was implementedRRL [24]; it turned out to be quite successful and
effective in proving nontrivial theorems about lists and numbers. Particularly, we managed to prove most of
the theorems proved in [4], some of them automatically, and almost all of them with fewer interventions and
guidance by the user than reported in [4]. Subsequently, Xumin Nie implemented a decision procedure for
qguantifier-free Presburger arithmetic ifRRL and integrated it with the contextual rewriting mechanisms
of RRL [14, 16]. This extension turned out to be particularly useful in automatic verification of number
theoretic properties of generic parameterized descriptions of arithmetic hardware circuits including ripple-
carry adder, carry-save adder, carry-lookahead adder, Wallace tree and related multipliers, and SRT division
(see [18, 20, 21] for details). Many of the proofs could be done completely automaticallyRRingn
particular, the theorem prover was able to generate intermediate lemmas needed for proofs.

In the early 1990’s, Kapur and Subramaniam initiated a research program in mechanization of inductive
reasoning in which decision procedures are to play a critical role [17]. The main idea in this work was to
use decision procedures instead of syntactic (simple) unification over the empty theory, to generate cover
sets, induction schemes, merge induction schemes, and speculate generalization lemmas. In the late 1990s,
Kapur and Subramaniam proposed a way to extend decision procedures by integrating induction schemes,
so as to be able to decide a priori the class of formulas where inductive validity can be verified or disproved.
In this way, the language of these decision procedures is extended by recursively defined function symbols.
Using these ideas, Giesl, Kapur, and Subramaniam identified a wide class of conjectures which can be
decided automatically using the cover set method [11, 12, 22]. This partly explainRRthlzas been so
successful in automatically deciding many conjectures. We are however still a long way from characterizing
the class of conjectures automatically decidabl&Bi.

In this paper, we introduce key concepts and discuss results obtained; an interested reader should consult
[11, 12, 17, 22, 28] for further details.

1.1. Organization

In the next subsection, an informal overview of the cover set method is presented using an example that
students in an introductory course on discrete mathematics are typically asked to do when they are taught
proofs by mathematical induction. This is followed by another example where the use of semantic in-
formation (with the help of a decision procedure for numbers) is illustrated. Section 2 gives preliminary
background: how function definitions are given, axiomatization of recursive data structures including num-
bers is reviewed, inductive validity is defined. Section 3 defines the concept of a cover set; it is shown how
induction schemes are generated from a cover set both in the most general case as well as in specific cases;
soundness and completeness of an induction scheme are reviewed and a method for checking the complete-
ness of a cover set is presented. Itis also shown how incomplete induction schemes can be useful in doing
proofs. This is followed by a discussion of merging induction schemes, which often becomes necessary
while attempting proofs by induction.

The second part of the paper is on extending decision procedures with induction schemes. In Section 4,
a class of equational conjectures in which defined function symbols occur is identified so that their validity
can be decided using the cover set method and decision procedures. Section 5 is on identifying a class of
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guantifier-free formulas which can be decided automatically. Their atomic formulas are a subclass of the
above equational conjectures expressed only using defined symbols on one side and constructor terms on
the other side. Section 6 discusses how a decision procedure can be used to automatically generate lemmas
and to improve upon generalization heuristics.

1.2. An Informal Overview of Issues in Mechanizing Induction

Assume that functions-, %, and exponentiation are defined on the data type of natural numbers, generated
by its free constructor8, s as follows:

z+0 — =z, c+sly) — s(z+y),
zx0 — 0, zxs(y) — (zxy)+z,
° — s(0), W o aYxg.
¢ From these definitions which can be easily shown to be terminating when considered as rewrite rules from
left to right, we wish to prove:

29T = ¥ w2,

It is easy to see that the above conjecture cannot be established by simplification using the rules. Let
us see what is involved in attempting its proof using induction; the example will reveal many issues in
mechanizing proofs by induction.

The first issue is the choice of a variable(s) to perform induction; there are three candiggtes:A
related issue is that of a possible induction scheme on natural numbers which must be used. By analyzing
the definitions of function symbols in the conjecture, it becomes clear that a proof attempt is less likely to
get stuck if (i) the variables on which recursion is being performed are used as the induction variables and
(ii) further, an induction scheme based on recursion analysis of function definitions is used. Particularly,
resulting subgoals in a proof attempt can be simplified using the definitions, possibly leading to formulas
on which induction hypotheses can be used.

Based on such definitional analysis,s ruled out as a possible candidate for performing induction.
Among the remaining variablesandz, which are appearing as inductive arguments of exponentiation,
appears to be the most promising since it is the inductive argument on both side of the conjecture.

With respect to the choice of an induction scheme to be used tbe definitions of exponentiation and
+ in which z is the inductive argument are given in the same Wahus, the induction scheme suggested
by +, which is the principle of mathematical induction, can be used.

We attempt a proof by induction usingas the induction variable. The base case, in whi0, gives
the following subgoalz¥*° = z¥ x 20, which simplifies using the definitions ta¥ = 0 + z¥. The proof
of this new lemma can be attempted again by induction. Or, one can be speculative, suggesting that perhaps
a more general lemma obtained by generalizifigo © may be valid. If that is indeed the case, then the
less general subgoal obviously follows, and the more general lemma can be useful in other proof attempts
as well (otherwise, it is always possible to attempt the less general goal).

Let us try to attempt a proof af = 0 + u. In this case, there is no choicejs the only variable. The
induction scheme suggested by the definitior-ab employed, and the proof (both the base case and the
induction step case) goes through easily. This also finishes the proof of the base case of the main conjecture.

In the induction step case, the conclusion after substitstiag) for z is:

pyTs(z) — vy xS(zl),

with Y721 = 2¥ « 2= as the induction hypothesis. The conclusion can be simplified using the definitions
to: 2¥T*1 x x = 2¥ x (x* x ). Now the induction hypothesis is applicable to the left-hand side of the above
subgoal, giving rise tofz¥ x x**) x & = ¥ x (z** * ). Once again, it is possible to speculate and observe

1if that was not the case, it would become necessary to reconcile different induction schemes suggested by different definitions
possibly by merging them; this is discussed later in the paper.
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that perhaps a more general version of the formula can be attempted from which the formula follows. The
generalized conjecture is:

(uxv)*z =ux*(v*x),

which is a property abowt. Again, this property cannot be proved by simplification, but induction must be
used. Based on definitional analysisy are candidates for induction, and sinc@ppears on both sides
of the conjecture as the inductive argumenkptt is picked for performing induction using the induction
scheme suggested by

The base case, in which becomed), follows by applying the definition. The induction step case
gives rise to: (u * v) * s(z1) = wu * (v * s(x1)), with the hypothesis:(u * v) * z; = u * (v * 7).
Simplifying the induction subgoal using the definition and applying the induction hypothesis results in:
(ux (v=*x1)) + (uxv) = u=*((v=*z1)+ v). Once again, a generalization of this conjecture can be
attempted, which is the distributivity efover+.

(uxw) + (u*xv) =ux(w+v).

Based on the analysis discussed above, its proof is attempted by inductiorvussnthne induction
variable with the induction scheme suggested:tgnd+, the principle of mathematical induction. The
base case is easy to prove. In the induction step case, the subdoalis.+ (u*s(v1)) = u* (w+s(vy)),
with the induction hypothesigu * w) + (u * v1) = u * (w 4+ vy ). Attempting a proof of the subgoal leads,
after yet another generalization, to a conjecture about the associativitydfich can be easily established
using induction.

Once the associativity 6f is proved, the proof of the distributivity conjecture is complete, which also
completes the proof of the associativity:ofThis then completes the proof of the original conjecture. (This
is exactly how the automatic proof generatedRRL proceeds.)

The above proof is a typical induction proof attempt which succeeded. It reveals a number of issues that
need to be considered when proofs by induction are mechanized. We briefly review some of them below:

1. Which variable in a conjecture should be selected for performing induction? Associated with this
choice is determining an induction scheme to be used. In this example, the choice of an induction
scheme was not difficult, but there are cases where such a choice is not easy. Designing an appropriate
induction scheme for attempting a proof is perhaps one of the most challenging tasks in automating
induction proofs.

2. What technigues can be used for generalizing intermediate subgoals to identify stronger lemmas
which are likely to be more useful and easier to prove? Further, if simple heuristics, such as general-
izing a commonly occurring subterm to a variable, are employed, can conditions be identified under
which the generalization is likely to be valid if the original conjecture is valid? Ideally, we would like
to perform asafe generalization such that if the generalized conjecture is found to be not valid, the
original conjecture can be declared to be not valid also.

3. When can a proof by induction be done automatically without any help by the user?

4. How to ensure progress during a proof attempt when subgoals are generated from the original goal
while following a particular line of reasoning, and when should an alternate approach be attempted
instead? Related to this issue is the number of generalizations attempted and the number of interme-
diate lemmas tried before giving up a particular line of reasoning.

5. When should one give up? How can the information gathered in a proof attempt be utilized for
subsequent proof attempts of the conjecture or of the modified and related conjecture if the conjecture
is not valid? How can a conjecture be patched?

The paper will attempt to address some of these issues focusing on 3.
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1.3. Using Semantic Information in Attempting Proofs by Induction

Consider the following definition of the divisibility predicate on natural numbers; the predicatenum-
bers has the usual meaning and its definition is omitted.

divides(u,0) — true divides(u,v) — false if v <uAv#DO0,
divides(u,u +v) — divides(u,v) if v < u + v.

The above definition is not given usif@nds. Itillustrates how semantic information about a data structure
is used for attempting proofs. A possible conjecture to prove is:

divides(z,y + y) = true if divides(z,y) Az > 0.

The reader would notice that attempts to prove the above conjecture by inductiam gior bothz, y using

the principle of structural mathematical induction on natural numbers will get stuck. The above definition
of divides is not given usin@ ands. However, for such a proof attempt, it would become necessary to prove
properties oflivides expressed usingands.

The definition ofdivides suggests an induction scheme different from the principle of structural math-
ematical induction. A few things must be observed first, however. Unlike the definitions in the previous
subsection, for which it was easy to prove that each function is completely defined and terminating (since
each definition follows the primitive recursive scheme), the above definition is nontrivial. As will be shown
later, a formula can be constructed from the above definition which specifies its coverage:

Ve,y u,v[(z=uAy=0)V(@e=uAy=vAv<uAv#0)V
(=uAy=u+vAv<u+v).

This formula is expressed using function and predicate symbols from Presburger arithmetic and can be
decided by a decision procedure for this theory. The formula is not valid as there are valygsyudrtic-

ularly whenz = 0,y = s(y;) for which the above rules do not defid&ides; it is defined only if the first
argument is non-zero or both the argumentstar€hus, any conjecture involvindjvides must satisfy this
condition on the arguments. Sindiides is not completely defined, the induction scheme suggested by the
above definition can be used only to prove conjectures under a condition as shown below.

Since in the definition oflivides, both the arguments are changing, variablesdy are the induction
variables in the above conjecture. There are two base cases corresponding to the first two rewrite rules:
() z = wandy = 0, and (i) = w andy = v where ¢ < u A v # 0). The induction step case is
generated from the third rewrite rule in which a recursive call is madéstdes on the right-hand side. For
the induction hypothesis, the substitution for induction variablesisu, y = v, whereas the substitution
for the conclusion iss = u,y = u + v wherev < u + v.

The first base case leads tivides(u, 0 + 0) if divides(u, 0) Aw > 0, which simplifies to true using the
definition of+. The second base casdlisides(u, v + v) if divides(u,v) A (u > 0) A (v <u) A v #0,
which trivially simplifies totrue sincedivides(u,v) in the condition simplifies tfalse under the condition
v <u A v#0. The induction step case is:

divides(u, (v + v) + (u + v)) if divides(u,u +v) Au > 0A (v < u+v),

with the induction hypothesis beinglivides(u, v 4+ v) if divides(u,v) A w > 0. Using the properties of
<, the associativity and commutativity propertiesiofind the definition oflivides, the conclusion above
reduces todivides(u, v + v) if divides(u, v) Au > 0, the induction hypothesis. So the conjecture is proved.
The reader would have noticed how using the well-founded ordering suggested by the definition of
divides leads to an induction hypothesis which is useful in proving the conjecture. Also observe a close
connection between the rewrite rules definifigides and the induction scheme generated foy, the
arguments talivides in the conjecture. The cover set method discussed below formalizes these ideas. Also,
the reader would have noticed the role of a decision procedure for Presburger arithmetic in determining
whetherdivides is completely defined and in simplifying subgoals. This will be further elaborated in later
sections.
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2. Preliminaries and Background

We use many-sorted first-order logic with equality)(as the framework for discussing proofs. For a
signatureF and an infinite set of variabl@s, let Terms(F,V) and7erms(F) denote, respectively, the set
of (well-typed)terms and the set ofround terms (terms without variables) ovef. Below, byz *, we mean
ak-tuple of pairwise different variables,, .. ., z;, wherek depends upon the context; similardy, stands
for ak-tuple of termssy, ..., sg.

A position is a sequence of positive integers used to refer to a subterm in a term. An equation will be
considered as aterm with as the binary predicate. A conditional equation will be considered as a term with
= as the binary predicate whose second argument is a term with the outermost function symbol “if” consid-
ered as a binary function. In the above conjecture athioides, for instance, the position @ivides(z, y) is
2.2.1 as the conjecture is viewed as an abbreviatiodifédes(z, y + y) = (true if divides(z,y) Az > 0).

2.1. Decidable Theories Capturing the Semantics of Data Structures

To incorporate the semantics of data structures on which recursive function definitions are gilestaled
for a theory associated with a recursive data structure. A th€asygiven by a finite signaturé + and
a set of axiomsA X 1 over the signaturé-. The theoryT is defined to be the set of all closed formulas
© over Fr such thatAX+ = ¢ (thenyp is calledvalid). Here, ‘=" is the usual (semantic) first-order
consequence relation. We often omit leading universal quantifiers and weswtite ¢ as a shorthand for
AX1 EV ... s=t. Aterm built from variables anF is called a7 -term.

We mostly use two theories in this paper for illustration: The theory of free construftoesd Pres-
burger arithmeticTp4. The theory of free constructof&- has a finite set of free constructors fy .
Axioms AX 7, for thetheory 7 of free constructors are:

=e(x1,. - @) = (W1, Ym) forall ¢, ¢’ € Fr, wherec # ¢’
e(T1,, ) =c(y1, . Yn) = T1=y1 A ... ANz =y, forallce Fr,

VCEfTC W1,y Ym T =c(Y1y-- Ym)

S(a(ea(oien(coiz. ) ) ) =) for all sequences,,...,cp, ¢; € Fr,

Note that the last type of axioms usually results in infinitely many formulas. Herg, fn the argu-
ments ofc; stands for pairwise different variables.

For natural numbers, for example, the constructor®ards (successor), which are free; that means
that (i) 0 is assumed to stand for a number different from a number represensée)bgnd (ii) if s(z) and
s(y) denote the same number, themndy also denote the same number. Moreover, (jii) every number is
either0 or of the forms(z), and (iv)s™(z) is different fromz for all n > 1.

There is yet another way to characterize the theory of natural numbers Rissimirger Arithmetic,
which is richer. We use the following definition for ttteeory 7pa: Fr., = {0,1,+}andAXr,, consists
of the following formulas:

(x+y)+z = o+ (@y+2) -1+ = 0
r+y = y+«x rTt+y=x+z = Y=z
O+y = vy z=0 V Jyz=y+1

Fort € Terms(Fr,,,V) with V(t) = {z1,...,zn}, there exisi; € IN such that =7,., a0 + a; -
1+ ...+ ay,, -z, Here, ‘a - x” denotes the term + ... + z (a times) and &,” denotesl + ... + 1 (ag
times). We often writdlattened terms (i.e., without parentheses) singe’‘is associative and commutative.
Fors =7,, bo + b1 -x1 + ... + by, - T, @ndt as above, we have=r,, tiff ag = b, ..., am = bpy,.

The theoryTp 4 is an example where constructors are not free, i.e., there are nontrivial equalities be-
tween constructor terms. Similarly, for integers, the constru€tarsandp (predecessor) are not free since
0 = s(p(0)) = p(s(0)). If constructors are not free, then relations over constructor symbols are usually

assumed to be expressed using equations.
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2.2. Recursive Function Definitions

A function definition is assumed to be given using a finite set of terminating rewrite rules. To be precise, we
useterm rewrite systems (TRSs) over a signatur® O F7 as our programming language [2] and require
that all left-hand sides of rules have the fofifs *) for a tuple of terms* from Terms(Fr, V) andf ¢ Fr.

Let 74 = F \ Fr denote the set afefined symbols. For a defined functioff, D ¢ denotes the rewrite rules
definingf.

To perform evaluations with the TR and the underlying theory, we use rewriting modulo a theory,
where— 1 /7 must be decidable (e.g., this holds7itequivalence classes of terms are finite and com-
putable). We have —x /1 t iff there ares’ andt’ with s =7 5" =g t' =7 .

Unless stated otherwise, we restrict ourselves to terminating, confluent, and sufficiently complete TRSs
R, whereR is terminating iff — /7 is well founded, it isconfluent iff —x,+ is confluent, and it is
sufficiently complete iff for all (well-typed) ground terms € Terms(F) there exists & € Terms(F 1)
such that —7, .- ¢ (i.e., ¢ is anormal form of ¢, written astiR/T).z When regarding»;z/T and,. /71 ,
we usually do not distinguish between terms that are equal w.4:t.

Definition 1 (Inductive Positions) For f € Fq, apositioni with1 < i < arity(f) is non-inductive
if for all f-rules f(s1,...,8m) = C[f(t},...,tL), ..., f(t},...,t%)] where C is a context without any
occurrenceof f, wehaves; € V, tf = s;,ands; ¢ V(s;) UV(t) for all j #iand1 < k < n. Otherwise,
the position isinductive

In the above definitions of-, x, and exponentiation, the second argument is an inductive position,
whereas individes, both arguments are inductive positions. Many induction provers, inclugithg use
terminating recursive function definitions to generate induction schemes for attempting induction proofs
[4, 28,7, 1].

2.3. Inductive Validity

Instead ofvalidity, we are usually interested inductive validity.

Definition 2 (Inductive Validity) A universal formula Vz* ¢ isinductively valid in the theory 7 (de-
noted AX 7 [Eina ) iff AXT = o for all ground substitutions o, i.e., o substitutes all variables of ¢ by
ground terms of Terms(Fr).

In general, validity implies inductive validity, but not vice versa. We restrict ourselves to theories like
T andTps Which are decidable and inductively complete (i.e., inductive validity of an equatioa -
(over F7) also implies its validity, cf. e.g. [9]). Then inductive validity of = r, can be checked by a
decision procedure fof . Of course, validity and inductive validity do no longer coincide if we introduce
additional function symbols defined by rewrite rules.

The rules inR are considered as equational axioms extending the underlying tiiedrizis results in
a new theory with the signatut€ and the axiomsiX+ U {l = r|l — r € R}. To ease readability, we
write AX7UR instead ofAX U {l = |l — r € R}. It turns out that this extensionéenservative, i.e.,
it does not change inductive validity of equations ofer.

Theorem 1 [12] For all 71,72 € Terms(Fr,V), AXT Eina 11 = r2 if AX7 UR Eipa 1 = 72.

3. Cover Sets and Generation of Induction Schemes

The cover set method for mechanizing induction uses terminating function definitions for generating an
induction scheme for a data structure. Induction is performed using a well-founded rewrite relation induced

°We do however allow recursive function definitions which are not sufficiently complete; for instance, the definifivides
above is not complete.
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by the terminating rewrite rules. Two different functions defined differently on the same data structure can
give rise to different induction schema.

The left-hand sides of rewrite rules in a definition fofaire used to generate different subgoals of an
inductive proof of a conjecture in whichoccurs. Variables in a conjecture corresponding to the inductive
positions in the definition of are the induction variables which are instantiated by arguments in the left-
hand sides at inductive positions. For generating induction hypotheses, any (and all) smaller instantiation(s)
in the rewrite relation can be used. One convenient way to generate smaller instantiations for induction
hypothesis(es) is to use recursive calls in the right-hand side of the rewrite rules in the definjtion of

Definition 3 (Cover Set) Let f € Fy. ItscoverseisCy = {(s*,{t},...,ts ) | f(s*) = C[f(¢]),- .-,
f(tr)] € R}. Smilarly, if the rules defining f are conditional rewriterules, thenCy = {(s*, {t},...,t}},
{condy,...,condi}) | f(s*) = C[f(t]),..., f(&;)] ifcondy A ... A condy, € R}.

In the above, the second component of a tuplé jris empty if there are no recursive calls fan the
right-hand side of a rule; similarly, the third component of a tuple is empty if the rule is unconditional;
cond stands for the set of all literals in the (conjunctive) condition of a conditional rewrite rule. In case a
function definition is given using unconditional rewrite rules, its cover set will consist of 2-tuples obtained
by dropping the condition.

The cover set based on the definitionstof«, and exponentiation i€ ; = C,. = Cpv = {{{z,0), @),

((, 5(1)), {(z, 5)}) }; similarly, Caiiges: {((u,0), 2, 2), ({u,v), @, {v < u,v £ O}), ((u, utv), {(u,v)},
{v<u+ovh}

3.1. Generating a Basic Induction Scheme from a Cover Set

An induction scheme consists of a finite sets of tuples, in which each tuple has

1. a substitutiorr. for induction variables which is used to generate the conclusion and the associated
conditioncond, when the substitution is applicable, as well as

2. a finite (possibly empty) sdloy,...,0,} of substitutions used to generate induction hypotheses,
each associated with a conditiesnd; (1 < i < n) when the substitution is applicable, such that

3. each substitution; is smaller in a well-founded reduction ordering than the substitutian

Each such tuple generates a subgoal of an induction proof attempt. Def. 4 describes how an induction
scheme can be generated from a coveiCsetf f. Here,{z* — s*} stands for the substitutiofw; —
Sly-vsTm — S}

Definition 4 (Basic Induction Scheme)  Given a conjecturein which f(z*) appears as a subterm, the
induction scheme is a finite set of tuples generated as follows: for each cover set triple {(s*, {t7,...,t:},
{cond}) € Cy, thereisatuple ({o.,cond.), {{(os,cond;) | 1 < i < n}) in the induction scheme, where
o. = {z* = s*}, cond, = cond, o; = {z* — t*}, and cond; = cond.>

The substitutiorr. and each of the substitutions are linked through the variables shared among the
left-hand side and the recursive calls on the right-hand side of the rule from which the cover set tuple is
derived.

3Sometimes it is helpful to include in the induction scheme, the position of the suljieehin the conjecture as well as its
replacement both for the conclusion as well as each of the induction hypotheses; see [17] for more details.
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3.2. Induction Schemes from Nonbasic Subterms of a Conjecture

Sometimes an induction scheme corresponding to a nonbasic subterm (i.e., differefi¢froynin a con-
jecture has to be generated. This could be because either there is no basic subterm in the conjecture, vari-
ables in the conjecture on which induction must be performed to get a proof, appear only as arguments in
a nonbasic subterm, or the induction scheme generated from a basic subterm does not produce a proof. We
give below an algorithm for generating an induction scheme for a nonbasic suptermfrom the cover
setCy of f. Assume below that variables in a conjecture (includifig*)) are disjoint from variables used
in Cf.

An induction scheme generated fffr*) using the cover sai; is a finite set of tuples generated as
follows. Herey* = s* stands for; = s A ... A r, = s;. Foreachtupld (s*, {t},...,t5}, {cond}) €
Cy, we include the tuplé(o ., cond.), {{oi, cond;) | 1 < i < n}) in the induction scheme, where

1. o.isamostgeneral unifier of = s* in 7 under the constrairbnd, possibly generating a feasibility
constraint, on variables irC; under whicho . is applied;cond. = o.(cond) A c.;

2. eacho; is a most general unifier of* = o.(¢}) in 7 under the feasibility constraini, from the
previous step, also generating a feasibility constraindndcond; = o;(cond) A ¢;.

3. In case of multiple most general unifiers, each must be considered.

Consider the following definition of the greatest common divigad}.

1. ged(0,z) — =z, 2. ged(z,0) — x,
3.gcd(x +y,y) = ged(w, y) if x +y > x, 4. ged(m,x +y) = ged(z,y) if z +y > y.

We obtain the cover satyq = {((0,z),d,2),((z,0),d,2),(z + y,y), {{z, )}, {z + vy > z}),
({z,z + y), {{z,9)},{x + v > y})}; the conditions are included in the recursive rules to ensure termi-
nation of rewriting.

The induction scheme for the conjectel(m + m,2) = 2 (where2 stands forl + 1) is generated
as follows. The base cases are obtained from the first two tuples in the cover set. F{nst,Hi)n =
0,2 = z} are unified w.r.t7p4, giving the substitutiof{m — 0,z — 2},; the corresponding subgoal is
ged(0 4 0,2) = 2; (i) {m + m = z,2 = 0} has no solution, so no base case is generated.

The induction step case from the third tuple in the cover set is generated as follows. For the conclusion,
we solve{m +m = z +y, 2 = y} under the constraint+y > z giving the substitutioqm — z+1,y —
2,z — 2-z}. Here2-z again stands for+ z. For the induction hypothesi§m+m = 2-z,2 = 2} is solved
to get the substitutiofrn — z}. Thus the subgoal generateddsd(z + z,2) = 2 = ged((z+2)+2,2) =
2.

Similarly, the induction step case from the fourth tuple of the cover set is obtained as fojlawsin =
x,2 = x + y} is solved under the constraint+ y > y giving the substitutioq{m — 1,y — 0,2 — 2}
for the conclusion. The unification problefm + m = 2,2 = 0} has no solution; so there is no induction
hypothesis for this case. Thus the subgoal generatedd$l + 1,2) = 2. Many other examples of how
induction schemes are generated from nonbasic terms are included in [17].

Using the above generated induction scheme, the conjecture can be easily proved as each subgoal is
trivial to establish. In contrast, such conjectures are usually proved with other theorem provers using hints
and other tricks (see for instance, proofs of such properties in [4, 5]).

3.3. Completeness of Cover Sets and Induction Schemes

An induction scheme used for attempting a proof by induction must be dootid and complete. The
completeness and soundness of an induction scheme are directly linked to the properties of the underlying
cover set from which it is obtained. The soundness is guaranteed if the induction scheme (in particular
induction hypotheses) is generated from a terminating function definition: recursive calls in the right-hand
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side in a function definition are guaranteed to be smaller than the left-hand side of each rule in some well-
founded reduction ordering used to prove the termination of the function definition. The reduction ordering
must also preserve equivalencg- w.r.t. 7.

To ensure the completeness of an induction scheme, the cover set of a fuhosed to generate it
must provide aomplete cover for the domain off. In other words,D y must be completely defined, i.e.,
forall q1,...,q; € Terms(Fr) there must be a € Terms(F7) such thatf(¢1,...,qx) =* q.

Theorem 2 An induction scheme generated fromaterm f(r+,. .., rg) using the cover set C is complete
and sound if D is complete.

3.3.1. A Formula Characterizing the Coverage by a Function Definition

Below, the method using a decision procedure for a the@gy ¢r Tp4) proposed in [13] to check for
completeness of a function definition is reviewed.

For each rewrite rule in the definitian ; of f, a formula can be constructed specifying the subset of the
domain off covered by the rewrite rule. The subset of the domain coverdd pys then the disjunction of
the formulas corresponding to each rewrite rule. L¢f. .., x; be new variables denoting the arguments
of f. Corresponding to the left-hand side, say f(s*) of each rule f — r if cond”, we construct the
domain formula Ju* (z* = s* A cond), whereu* are the variables appearingdf. The above formula
is true for those values af* for which substitutions foe,* can be found such that* = s* andcond is
satisfied. Letb; stand for the disjunction of the domain formulas of all rules in the definitign If ¢ is
validin 7, thenD is complete.

For the definition of exponentiation, for example, the above method produces the domain formula:

Jui,uz [(x =ur Ay =0) V (z =u; Ay = s(uz))]

over the theory of free constructodsands. This formula is clearly valid, implying that the definition
of exponentiation and the associated cover set are complete. Similarly, it can be shown that the formula
corresponding to the coverage of the definitiogaf is valid in7Tp4.

¢, From the definition ofivides, @ is:

Fu (x1 =uAa2=0)VIu,v(r1 =uAzs=vAv<uAv#0)

VIu,v(zy =uAzs =ut+vAv<u+v).

The above formula can be shown to be not valid, implying that the definitiafivides is incomplete:
divides is defined only ifz; = s(u;) V 22 = 0 and not defined ift; = 0 A 23 = s(u2). This equivalent
quantifier-free formula can be obtained using a quantifier elimination procedure {€] on

In [15], algorithms for checking completeness of constructor-based definitions expressed as terminating
rewrite rules are discussed; constructors are assumed either to be free (with no relations) or relations on
constructor terms are specified as a convergent rewrite system.

3.3.2. Incomplete Cover Sets and Associated Induction Schemes

If a cover set is incomplete, unsound conclusions can be made unless one is careful in using an induction
scheme generated from it. For example, it is shown above that the cover set based on the definition of
divides is incomplete. Using an induction scheme generated from it, it is possible to conclude that

divides(z,y +y) if divides(z,y),

even though the terms in the above formula are not defined for all valuearaty.

Given a conjecture, a proof of®; = ¢ is attempted if the induction scheme generated from the
cover set off is used, wher@ ; characterizes the subdomain covered by the definitioh of @ ; = ¢
is equivalent tap, a proof ofy is being attempted as the example below illustrates.
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Sincedivides is defined only ifz > 0 vV y = 0, the above conjecture may only be formulated under this
condition. Thus,
divides(z,y + y) if divides(z,y) A(z >0V y =0)

is a theorem. Similarly,
divides(2, x) = not(divides(2,s(x))) if (2>0Vx =0)
can be proved using induction; this conjecture is the same as
divides(2, z) = not(divides(2,s(x))),

since the condition in the conditional formula is true.

3.4. Merging of Induction Schemes

Induction schemes suggested by different subterms of a given conjecture can in general share induction
variables amongst each other. An inductive proof attempt of the conjecture based on one of these schemes
only is not likely to succeed in such cases. The following example illustrates this. Consider the conjecture

same(u, w) if same(u,v) A same(v,w),
wheresame is defined orfinite lists with free constructorsil andcons:

1. same(nil, nil) — true, 2. same(nil, cons(z1,y1)) — false,
3. same(cons(xy,y1), nil) — false,
4. same(cons(z1,y1), cons(zz,y2)) = (z1 = @2) A same(yi, y2).

The induction schemes suggesteddyie(u, v), same(v, w), andsame(u, w) are three possible candidates
for attempting a proof of the above conjecture by induction. The schemes are similar; they differ in the
induction variables.
Attempting a proof of the above conjecture using the scheme generatedditestu, v) would result
in the induction step case with the conclusion,

same(cons(x1,y1),w) if same(cons(x1,y1),cons(xa,y2)) A same(cons(xz,y2), w),

and the hypothesisame(y;,w) if same(y;,y2) A same(y»,w). The conclusion simplifies using the last
rule in the definition obame to,

same(cons(x1,y1),w) if (x1 = x2) A same(y1,y2) A same(cons(zz,yz), w).

The hypothesis does not match the conclusion and the proof attempt by inductich Thitsfailure is due
to w not being instantiated isame(u, w) andsame(v,w). Similarly, a proof attempt based on the other
two schemes would also get stuck at a similar subgoal since ameraf would remain uninstantiated.

This situation can be remedied if the induction schemes dsnie(u, v) andsame(v, w) are merged;
this amounts to performing simultaneous induction on all the three variables of the conjecture. For the
above example, each af v, w is instantiated to be one afl, cons(z;,y;). Further, merging of schemes
also eliminates the need to arbitrarily choose from amongst competing schemes.

In general, if two subterms, = f(x,y) and¢> = g(z,x) in a given conjecture where both the argu-
ments off, g are inductive positions, share a common variab)éhen attempting a proof of the conjecture
by induction based only on the scheme suggested yould generate, = o.(f(z,y)) = f(oc(x),0.(y))
andty, = o.(g(z,z)) = g(z, 0.(x)) in the conclusion of an induction step case which cannot be simplified

4A proof of the above simplified subgoal can be successfully attempted by induction again possibly using an induction scheme
generated from the non-basic tesame(cons(z1,y1), w).
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to match the induction hypothesis. The same will be true if the induction scheme suggesteid lmged.
Instead, the induction schemes fremt, need to be merged.

Given a substitutiof(o ., cond. ), {(on,;, condy; ) }) from one induction scheme and another substitution
((0c, condy.), {{Ohn,, cond,, ) }) from another induction scheme for a conjecture, if they share a variable, then
the substitutions for the variable in. andf,. are reconciled by unification. Létbe a most general unifier
of o.(z) andd.(z), wherex is a shared variable. Then the merged substitution is obtained by applging
both the substitutions and merging them in an obvious way, as well as taking a conjunction of the instan-
tiated conditions. In case of more than one mgu, each mgu gives a case for the merged induction scheme.
If two induction schemes are merged, the result can sometimes be an induction scheme equivalent to one
of the original schemes except for additional induction hypotheses which are often useful in completing a
proof attempt that may otherwise get stuck. For examples and details, we refer to [17].

4. Automatically Deciding Equations by Induction

In the late 1990s, Kapur and Subramaniam proposed integrating induction into decision procedures with-
out compromising automation [22]. Particularly, we are interested in identifying structural conditions on
recursive function definitions such that a large family of conjectures expressed using such function sym-
bols can be decided automatically using the cover set induction method (of course with the aid of decision
procedures). In a series of papers [11, 12, 22], Kapur, Giesl, and Subramaniam have proposed syntactic
conditions on recursive function definitions as well as on conjectures which guarantee that inductive valid-
ity of these conjectures is decidable. Another motivation for this line of research has been to characterize
the class of formulas our theorem proRRL can decide automatically (without any user guidance). In

this and the next section, we give an overview of the results. For simplicity, it is assumed that all function
definitions are given using terminating unconditional rewrite rules; consequently, the associated cover sets
and induction schemes will not have afy:d component in the tuples.

4.1. T-based Function Definitions and Compatible Definitions

In [22], we introduced the concept offa-based function definition: in the rewrite rules defining a function
symbolf, (i) all arguments tgf are7-terms and (i) the right-hand side becomeg-germ after subterms
of the formf(¢*), if any, are abstracted using new variables.

Definition 5 ( 7-based Definition) A function symbol f € F has a 7-baseddefinition iff f € Fr
or ifall rules! — r € R havethe form f(s*) — C[f(t]),..., f(¢;)], where s*,t7,..., ¢} are from
Terms(Fr,V) and C isa context over Fr.

For instance, the definition of in Section 1.2 isT-based with0, s as the set of free constructors; the
definitions ofx and exponentiation are however rbt-based since+ and x occur, respectively, in the
right-hand sides of these definitions.

The definitions ogcd anddivides areTp 4-based. In general, definitions like thosegofl anddivides,
which involve conditions are declargdbased if the function symbols in the conditions belongtp [22].

4.2. Compatibility among Function Definitions

Now we introduce the concept obmpatible function definitions: Compatibility ensures that when a term
built from a compatible sequence of function symbols is instantiated and normalized, the re§uliema
Informally, the definition ofy is compatible with the definition of if for every rule of f, thecontext created
by the rule on its right-hand side can be simplified by the definition of

Formally, the definition of a functiol is compatible with the definition of on argument; if in
any termg(..., f(...),...), wheref is on thej-th argument ofg, every context created by rewriting
f will move outside the term by rewriting. So if f has a rulef(s*) — C[f(t]),..., f(t})], then
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rewriting f can create the context. Hence, if induction onf is performed within a term of the form
g(...f(...)...), then in the induction conclusion, the resulting tegfn. . f(s*)...) can be rewritten to
atermD[g(... f(t;)---), ..., g(-.. f(t; ) ...)]. Here, the induction hypothesgs... f(t})...) occur

within a contextD. Consider the following definitions:

mod2(0) — 0, half(0) — 0,
mod2(s(0)) — s(0), half(s(0)) — 0,
mod2(s(s(z))) — mod2(z), half(s(s(z))) — s(half(x)),
exp2(0) —  5(0), dbl(0) — 0,
exp2(s(z)) — exp2(x) + exp2(z), dbl(s(z)) — s(s(dbl(z))),
log2(s(0)) — O, min(0,y) — 0O,
log2(x +z) — s(log2(z)), min(s(z),0) — 0,
log2(s(z +x)) —  s(log2(x)), min(s(z),s(y)) —  s(min(z,y)),
len(nil) — 0, app(nily) — v,
len(cons(n,z)) — s(len(x)), app(cons(n,x),y) — cons(n,app(z,y)).

The function+ is compatible withdbl on the second argument- is compatible withmin andlen on
the second argument also. The functiatf is compatible withmod2; howevermod2 is not compatible
with half. Howevermod2 is compatible with itself bubalf is not compatible with itself.

Definition 6 (Compatible Functions)  Let g, f be T-based, f ¢ Fr,and 1 < j < m = arity(g).
The definition of g is compatiblewith the definition of f on argumenj iff for all rulesa @ f(s*) —
C[f(tr), ..., f(t5)], we have

gz, ..., 2j—1,Cl21, .., Zn), g1y ooy Tom) _);Q/T

D[g(xlv"'awjflv Ziys ijrlv"'vxm); ey g(xlw";wjfl; Zigs $j+1,---7wm)]

for acontext D over Fr,i1,...,ir€{1,...,n}, z; ¢ V(D) for all 4.

Note that in Def. 6¢g can also be a symbol ¢f . For instances is compatible witHen.

The concept of compatibility can be extended to arbitrarily deep nesting leadingdatibility
sequence [22]. Consider a ternyfy(py, f2(p5, f3(z*), ¢3), qi), where the pairwise different variables
z* on f3's inductive positions do not occur in the termps$, ¢; with f, at ji-th argument off; and f;
at j»-th argument off,. The definition of compatibility sequences should guarantee thghif f», f5)
is a compatibility sequence on the argumefts j»), then in an induction orfs, the resulting context is
propagated outside of the whole term. Hence, we requirefthaust be compatible witlf; , ; on argument
ji foralli € {1,2}. For example(s, len, app) is a compatibility sequence dm, 1). For more details about
compatibility sequences of function definitions as wellsamultaneous compatibility, the reader should
refer to [22] and [12].

Theorem 3 [22] An equation fi(pt, f2(p3, ... fr(z®)...,43),q7) = r is decidable using the induction
scheme based on the cover set Cy, of fy, if r isa 7-term, each f; hasa 7 -based definition, (f1,. .., fi) is
a compatibility sequence, and p}, ¢ are 7 -terms not containing the variables z *.

Up to now,+ is not compatible with itself on the second argument because of the non-recursive rule.

In [12], we allow the compatibility requirement to be violated for non-recursive rules so that more function
definitions can be compatible with each other and our results are more widely applicabledfThig@also
compatible with4- andlen is compatible withapp.

The conditions of Theorem 3 can be easily checked syntactically. They ensure that every subgoal in
an induction proof attempt generated using the cover set induction method is such that (i) the induction
hypothesis(es) generated from the cover set method is applicable and (ii) each subgoal reduces to a formula
overF and can thus be decided. For example, in case of the conjésg@(exp2(z)) = z, the base case

165



D. Kapur, J. Giesl and M. Subramaniam

obtained by substituting for = gives0 = 0 which is valid in Presburger arithmetic; for the induction step
case, the conclusion Isg2(exp2(s(y))) = s(y) which simplifies tos(log2(exp2(y))) = s(y). Then the
induction hypothesikg2(exp2(y)) = y applies, giving(y) = s(y) which is valid in Presburger arithmetic.
Examples of conjectures which can be decided in this way are:

exp2(log2(x)) z, log2(exp2(z)) x,
bton(padO(ntob(z))) z, last(ntob(dbl(x))) 0.

Functionsbton, ntob convert bit vectors to numbers and vice versa, respectipetiy pads zeros to a bit
vector;last gives the last bit of the bit vector output hyob; for definitions, the reader may consult [21].

4.3. Equational Conjectures with Defined Symbols on Both Sides

In [12], Giesl and Kapur relaxed the restrictions on the forms of conjectures where inductive validity is
decidable. Both sides of an equational conjecture can now contain defined function symbols which have
T-based definitions.

Consider a simple conjecture which falls outside the conjectures discussed in the previous section:
dbl(v + v) = dbl(u) + v. During an attempt to prove it by induction en the formuladbl(u + z) =
dbl(u) + & = dbl(u + s(z)) = dbl(u) + s(x) in the induction step case simplifies tgs(dbl(u) + z)) =
s(dbl(u) + x). Since it contains the defined symbealsanddbl, its function symbols are not frorf . .
Similarly, let« be defined orP A-terms with the rules « 0 — 0 andz * (y + 1) — = + = % y. In a proof
by induction orw of the distributivity law below

(u+v)*w=u*xw+v*w, 1)

the inductionstepcade + v) xz =uxx +v*xx = (u+v)*(x+1)=ux(z+1)+v*(x+1)
simplifies to a formula with #” (i.e., it is not in P A):

(u+v)+(usz+vsz)=(ut+u*z)+ (v+v*zx). (2)
In [12], it was shown that equational conjectures

h(...g(c.. flzyy)..)..)=h(..dC..f(z,y)...)...),

can be decided under certain conditionsf iy, h, f', g', h' haveT-based function definitions and both
(h,g, f) and(h',¢', f') are compatibility sequences. Under certain conditions, on the positions marked
with “...” one may also have terms with defined symbols, i.e., terms that afeteoms. Unlike previous
constructions in [11, 22], an induction subgoal for such an equational conjecture need not simplify after the
application of induction hypotheses to a formula o¥er; instead the simplified formula still has occur-
rences of defined function symbols. We developed conditions on the original equational conjecture which
ensure that every subgoal which would occur in a proof attempt caafélg generalized. Then subterms

with defined symbols in the subgoal are abstracted by variables, producing a formufapvéthe gener-

alized formula is declared valid by a decision procedurgfpthen of course, the original conjecture which

is an instance of this generalized formula is valid as well; howevesdi@rgeneralizations the converse

is also true, i.e., if the generalized formula is declared false by the decision procedure, then the original
conjecture is false as well. Using these ideas, it becomes possible to syntactically check all the necessary
conditions by only inspecting the original conjecture without performing a proof attempt. This results in a
decidable class of formulas whose inductive validity can be decided. Some conjectures in this class are:

dbl(u +v) = dbl(u)+ v, dbl(u +v) = dbl(u) + dbl(v),
len(app(u,v)) = len(u) + len(v), s(len(app(u,v))) = len(app(u,cons(n,v))),
(u+v)*w = usxw+v*w, (u+v)+w = u+(v+w),
min(u + w,v +w) = min(u,v) + w.
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4.4. Safe Generalizations by the No-Theory Condition

The requirement of compatible function symbols ensures that in proof attempts, the induction hypothesis
will be applicable to the induction conclusion leading to a proof obligadign , ..., t,] = D[s1, ..., Su]
whereC andD are contexts oveF+ andty, .. .,t,, s1,- - -, Sm, are subterms containing defined symbols.
These subterms can be determined before the induction proof attempt by inspecting how subterms of the
original conjecture get propagated by rewrite rules.

Thus, we need syntactic criteria to ensure that an equétjon ..., t,,] = D]s1, ..., s,,] may be gener-
alized toClxy,, ..., x,] = D[z, , ..., Ts,, ], Wheret;, s;'s are subterms with defined function symbols as
their roots. Heret; ands; are replaced by fresh variables and identical terms are replaced by the same
variable. This generalized equation is an equation gverand thus, its (inductive) validity can be decided
by a decision procedure far. In general, however, inductive validity of the generalized equation implies
inductive validity of the original equation, but not vice versa.

We define ano-theory condition which ensures that this generalizatiorsae in the theory of free
constructors or Presburger Arithmefid@hen an equation is inductively validahd only if the generalized
equation is inductively valid. A termis said to satisfy the no-theory condition if and only if there is no
T -term equivalent ta. Our condition mainly relies on information about the definitions of functions which
can be pre-compiled.

Definition 7 (No-Theory) A term ¢ satisfies the no-theory condition iff thereisno ¢ € Terms(Fr,V)
with AXTUR Eina t = g. If additionally, ¢ = f(«*) for pairwise different variables z*, then f satisfies
the no-theory condition, too.

The no-theory condition is likely to be satisfied for almost all defined functfofitherwise, the func-
tion f is not needed, since one can use the teinstead). It is proved in [12] that the no-theory condition
for T-based functions is decidable for: and7p4.

If f € F,; does not satisfy the no-theory condition, then there is a tekm7erms(F 1, V) such that
q[z*/s*] =7 r for every non-recursivg-rule f(s*) — r (i.e.,r € Terms(Fr,V)). In the theory of free
constructors, this means thgt:* /s*] andr are syntactically identical. Thus, there are only finitely many
possibilities for the choice af. By checking whether these choices §orontradict the remaining rules of
f,» we can decide the no-theory condition forWe illustrate the idea with examples.

For + to be expressible iffi¢, x; + x2 must be equivalent to one 6fx, z2,s(t;). From the non-
recursive rulec+0 — x, x1 + o can only ber; all other choices are ruled out. But this choice contradicts
the second rule + s(y) — s(z + y): normalizing byz; + =, — z; produces: ands(z). Similar to+, it
is easy to see thaitin, dbl, len, andapp satisfy the no-theory condition.

For the theory of Presburger Arithmetic fifz1, ..., z,) =7, ¢ whereq is aP A-term, thery =7,
ap+ a1 x1 + ...+ ap - Ty fora; € IN. Every f-rulel — r gives a polynomial equation of the form
Po+P-y1+...4 Py =Qo+Q1-y1 + ...+ Q- yr inthe variableqy,, ...,y } of I (sincef is
T -based, its rules do not contain nested occurrencggesulting in linear polynomials). Since they must
be equal, we obtain the constraii®s = Qo,...,Pr = Q. It is decidable whether the set of all these
constraints is satisfiable. The constraints are unsatisfiabfesttisfies the no-theory condition.

For example, fox, we assume that « y =7,., ap + a1 - * + ay - y. Its first rule givesiy + a1z = 0;
the second rule givesy + a1z + asy + as = ap + (a1 + 1) = + azy. The resulting set of constraints,
{ap =0,a; = 0,a9 + a2 = ap, a1 = a1 + 1}, is inconsistent. Thus satisfies the no-theory condition.

Algorithms for checking the no-theory condition fé¢: and7p 4 are given in [12], where in addition,
the no-theory condition check on a function definition is used to define a no-theory test on terms different
from f(z*).

The following theorem shows that the no-theory condition indeed allows us to replace pairwise variable
disjoint terms by fresh variables.

5This criterion is generally applicable for safe generalizations. Moreover, one could refine our approach by performing such
generalizations also at the beginning before the start of the proof.
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Theorem 4 [12] Let 7 be T¢ or Tpa and let ty,...,t,,81,...,S, be pairwise identical or variable
digoint terms satisfying the no-theory condition. For all contexts C, D over F 7 and fresh variables z;, and
x5, Wwehave AX7 UR |=ing Clt1, ... tn] = D[s1, ..., $m] it Clwy,, ..., 24, ] =7 Dlws,, ..., 25, ]

The following theorem precisely defines the set of equations with defined function symbols on both
sides whose inductive validity is decidable. Using compatibility and book-keeping data stritotusets
introduced in [12], it can be estimated which subtermsoféndr, with defined symbols will occur after
simplification without actually attempting an induction proof [12]. Those subterms can be checked for the
no-theory condition. Thus, without even doing the induction proof, one can recognize whether the equation
will simplify to conjectures over the signatufé of the theory. This class calldd EC is precisely defined
in [12]; an algorithm for deciding equations MEC is also given. Below, we informally state the main
result.

Theorem 5 [12] An eguation r; = ro can be decided using the cover set method, if 1 and r» have
compatibility sequences (f1, ..., fa) and (g1, ..., g.), the innermost function symbols on both sides, f4
and g., have identical cover sets®, and the subterms with defined function symbols appearing in the sim-
plified subgoals, which can be computed from the definitionsof f1,..., f4, 91 ..., ge, Satisfy the no-theory
condition.

For example, the equations listed at the end of Section 4.3 are in thislgl@ésand can therefore
be decided. Fodbl(u + v) = dbl(u) + v, the left-hand sidelbl(u + v) has the compatibility sequence
(dbl, +) and the right-hand side has the compatibility sequénrgewith the induction variable. Using
compatibility, one can estimate that only the subtediiisu) anddbl(u)+x appear in simplified conjectures
after application of induction hypotheses. The functitbh satisfies the no-theory condition; therefore,
dbl(u) anddbl(u) + z also fulfill the no-theory condition. For the distributivity equatian+ v) * w = v *
w+v+*w, the left-hand side has the compatibility sequefr¢eand the right-hand side has the (simultaneous)
sequencé+, (x, x)); induction is performed ow. The only subterm with a defined symbol in the simplified
conjecture is * ¢ + v * z which satisfies the no-theory condition.

5. Automatically Deciding Quantifier-free Conjectures

In [11], Giesl and Kapur showed how to extend the class of decidable conjectures from equations to quanti-
fier-free formulas in which equations of the for. .., g(... f(z,y)...)...) = r are atomic formulas,
where(h, g, f) forms a compatibility sequence @f-based function definitions andis a7-term. Some
examples of such conjectures includld (half(y)) = y = even(y) = true anddbl(y) = y = y = 0.
Equations appearing in these formulas are neither valid nor unsatisfiable; consequently, there is a need
to characterize the subset of instantiations for the variables for which these equations are true. For this
extension, we need the notion o€arrectness predicate of an equation.

For simplicity, we will considefT -based definitions in the theory of free constructpes the rewrite
systemR consisting of7 -based definitions is convergent and sufficiently complete. Furthermore, atomic
formulas under consideration are of the form; = ry, wherer, is a7 -term and if a cover sef =
sttt oo (Shs Aty - - -5 By, 1) } 1S USEd to generate an induction scheme for attempt-
ing a proof of such a formula, then we havefs;] —% Ci[ri[t},],..., [t} ]] for a constructor term
contextC; forall 1 < i < m.

5.1. Correctness Predicates

We present a technique for automatically generating the definitioncof rectness predicate ¢, for an
equationy : 1 = 7o as a finite set of (unconditional) convergent and sufficiently complete rewrite rules.

6This requirement can be weakenedrbsrging cover sets, cf. Section 3.4.
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For any tuple of constructor ground terms, we havec,(¢*) = ¢[¢*]. The definition of correctness
predicates is similar to the definitions of [10, 26], but its form is quite restricted since we are interested
in ensuring that validity of correctness predicates is decidable anexmtcorrectness predicates can be
generated which completely characterize the domain of values on which the conjecture holds.

For example, consider the proof of the conjectisghalf (y)) = y by induction w.r.t. the cover s€t,s.
If y = 0, the conjecture simplifies toue ; for y = s(0), the conjecture reduces false . In the induction
step, whergy = s(s(z)), one has to prove thalbl(half(z)) = z impliesdbl(half(s(s(z)))) = s(s(z)).
After simplification and the application of the induction hypothesis, the subgoal reducas:to This
suggests that if the induction hypothesis is valid, then the induction conclusion is also valid.

We thus have the following rules for the correctness predicaigaif(,))=y-

Cabl(half(y))=y(0) — true, Cabl(half(y))=y(S(0)) — false,
Cabl(half(y)=y (S((2))) = Cabi(haif(y))=y(®).

The above definition is that of theven predicate, which is the condition fdbl(half(y)) = y to be valid.
Note that the third rule above is stronger than the following rule one would have gotten from the above
analysis:

Cabl(half(y))=y (5(s(x))) —  true if capighaf(y))=y(T)-

We will use the third rule above since we wish to synthesize a complete definition of a correctness predicate
which is easier to do using unconditional rewrite rules. As a result, the correctness predicate so generated
may not be exact (since the third rule would make the correctness preflikatéf the recursive call is
false on a particular value), and hence, provides only a sufficient condition for the conjecture to be valid.

To prover; = ry W.r.t. a cover sef, for each paifs;, {t;,,...,t;,,}) € C, we mustcheck whether
the equatiorC;[ra[t; ], - . ., m2[t] ,,]] = r2[s]] obtained after simplification and application of induction
hypotheses, is valid. In order to obtain correctness predicates as simple as the ones above, one possibility
is to require that such equations are either validdibrinstantiations or fonone. This ensures that the
right-hand sides of the rules for correctness predicates only have therigrpfalse , or recursive calls of

correctness predicates.

Definition 8 (Radical equations)  An equationr; = r, isradicalunder C = {(s7,{t11,.--,t1 ., })
e St At - st DY I [sT] =% Cilri[ty,], ..., mlt;,,]] for a constructor term context C;
and for each 1 < i < m, either Ci[r2[t},],...,m2[t; . ]l = r2si] isvalidin T¢ or =Ci[ra[t},],- ..,

ra[ts, ]]] = r2[sF] isvalidin Tc.

,n;

It is easy to see that checking whether an equation is radical is decidable. For instance, the equation
dbl(half(y)) = y is radical unde€ys .

The correctness predicate for a radical equation can be easily synthesized; for adugergsponding
to a base case, the right-hand sidé&ig or false ; for a tuple corresponding to an induction step case, the
right-hand side ifalse or the recursive call on the arguments corresponding to the hypothesis.

To ease the presentation, we will now restrict ourselves to cover sets where there is at most one induction
hypothesis for every induction step caseThus, we only consider cover sets with pafes, {tin- s
t7 . 1) where0 < n; <1.

Definition 9 (Correctness Predicate)  Given an equation r; = r, as defined above such that it is
radicalunder C, its correctness predicate ¢,., =, under C is defined by the following rules:

(s7) true, if C; =ry[si]isvalidinTc andn; =0,
Cri=ra{5i false, if ~C; = ry[s?]isvalidin 7¢ and n; = 0,

. Crimrs (t1), 1f Cilra[ts,]] = ro[s}]isvalidin 7o andn; = 1,
cn=r:(51) 2 | false, if ~Ci[r2[t7,]] = r2[s7] isvalidin 7o andn; = 1.

“The definition of correctness predicates can be easily generalized to the case of multiple induction hypotheses. In fact, correctness
predicates can be defined for arbitrary equations.
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Theorem 6 Letc,,—,., beacorrectnesspredicatefor v, = r, asdefined above under C, let R also contain
therules defining ¢,, —,, let * bethevariablesinr, = r,. Then,

(@) AX7, UR Eind Cr=r, (*) = true = r; =7s.
(b) Ingeneral, AX7, UR ina 11 =72 = ¢pj=, (x*) = true.

To see that the converse does not hold (b), consider the conjéatbifg) = s(0); its correctness predicate
Chalf (y)=s(0) IS false for the two base cases as well as for the recursive case. Hovhelfdy) = s(0) is
true for y = s%(0) as well as fory = s3(0).

5.2. Conjectures with Exact Correctness Predicate

We now characterize equations = r, where the correctness predicate—,., is exact, i.e., for all ¢*,
Cri=ry (¢*) IS true iff AX 7, UR |=ina 71[¢*] = r2[g*]. As stated above, exactness is ensured if in Def. 9,
in the case of recursive call, the induction conclusiopy;| = r2[s}] is equivalentto [¢; ;] = r2[t},]. For
that reason, the correctness predieat@ ,)—s(o) returnsfalse for the arguments?(0) ands?(0) although
the conjecture isrue, since it isfalse for the smaller argumentsands(0) as well. Thusg,,—,, is only
exact ifr[¢*] = r2[g*] implies the validity ofr, [p*] = r2[p*] for all argumentp* <¢ ¢* (), where<¢ is

the relation described by the cover et In the above proof ofibl(half(y)) = y w.r.t.C ha¢, for example,
this conjecture has the desired property

AX7., UR Eing dbl(half(s(s(z)))) = s(s(z)) = dbl(half(z)) = z. @)

For many equations; = r», one does notonly have [s7] =% Ci[ri[t],],-..,m[t],,]] forall (s}, {t},,
o tia ) € Cobutalsors[si] = Dilra[t],], ..., r2[t],,,]] for some constructor ground contexts and
D;. Property(x) is ensured if whenevek(r,) is not equivalent td(r-) for some instantiation, thes(r; )
is also not equivalent te(r,) for every substitutiorr that is greater thaél w.r.t. the induction relation
induced by the cover set. A sufficient requirement for this is that the contéxedded around, are
always at most as big as the contektsadded around-. This is made precise below.

Definition 10 Given a monotonic ordering < on constructor termswhich is stable under substitutions, an
equationr; = r, maintains< under a cover set C wr.t. R iff C;[z*] < D;[z*] for all 1 < i < m, where C;
and D; are constructor ground contextsin

nlsil =% Cilnltgl. .. nlt,]] ad

rolsil = Dilra[tiy], ot

The following lemma proves that for equations which maintain an ordering, each induction conclusion
indeed implies its induction hypothesis.

Lemmal Let R, C, < beasin Def. 10 and let r; = r, maintain < under C w.r.t. R. Then for all
L<i<mwithn; =1, AX7, UR Fina m1(s7] = r2[s;] = ri[t] ] = r2[t],].

Now we prove that if; = r» maintains an ordering, themn, _,., is indeed exact.
Theorem 7 [11] Let r; = ro be aradical equation which maintains some ordering < under C wirt. R

and let ¢,., —,., beits correctness predicate whose definition isincluded in R. Then AX 7, UR [ina 11 =
Ty & Crymry () = true B

8A more general version of this theorem can be proved in which a conjecture does not have to be radical, and further, it is not
necessary for the induction scheme of a cover set to have at most one induction hypothesis in every subgoal.
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In a proof attempt ohalf(y) = s(0), we obtainC; = 0, D; = s(0) andC> = 0, Dy = s(0). In
the induction step case, the left-hand sidéf (s(s(x))) evaluates ta(half(x)), i.e., we have®; = s(0),
whereasD; = O. There does not exist an orderirgsuch thaiC';[z*] < D;[z*] for all i, sinceCy < D
would imply 0 < s(0) andC3[0] < Ds3[0] would implys(0) < 0 which contradicts the transitivity and
irreflexivity of <. Thus,half(y) = s(0) does not maintain any ordering undé&y.s and its correctness
predicate is not exact.

The above analysis of exactness of correctness predicates can also be useful for fixing faulty conjectures,
an objective for which correctness predicates were introduced by Protzen [26]. Since an exact correctness
predicate precisely characterizes all instantiations on which the faulty conjectuue jst can be used to
fix the faulty conjecture into the “strongest theorem” possible.

5.3. Decidability of Boolean Combination of  C-provable Equations

Below, we require that all equatioms = r, occurring in a conjecture are radical and maintain some
ordering under the same cover gef By Thm. 7 , their correctness predicates—,, are sound and
exact. For exampléhalf(y) = 0 is radical and maintains the subterm ordering uritigr. We obtain the

correctness predicate

Chaif(y)=0(0) — true,  Chaif(y)=0(s(0)) — true, chair(y)=o(s(s(z))) — false.

Given a correctness predicatg, c-, is generated by replacing the resutie by false and the result
false by true whereas right-hand sides of the form(t*) are replaced by-(¢t*). In the above example
this yields

C-half(y)=0(0) — false, c_pair(y)=0(s(0)) — false, c_pai(y)=o(s(s(z))) — true.

This correctness predicate is sound and exact for the conjedlaiy) = 0.

A straightforward construction fot,, r,, from c,, andc,,, however, does not work if one rule
Co. (%) = cp, (t*) leads to a recursive call, but the other has the fopy(s*) — true. If we make
Cornps (8*) = Coinps (t*), then we may lose the exactness of the correctness predicate, since it could
be thatc,,(t*) —* false. This is evident if one tries to construct the correctness predicatg for
dbl(half(y)) = y A —half(y) = 0.

c,(0) = false, c¢,(s(0)) = false, c,(s(s(x))) = co(x).

This correctness predicate is not exact, since it is alvalgs, whereasp is true for all even numbers
greater thar. Even worse, the resulting correctness predicate for the negated conjegtuveuld not
even be sound (since it would alwaystbee whereas-y is false for all even numbers greater ttign

To avoid this problembasic correctness predicates (denoted—,,) are defined in [11], where for
recursive pairgs*, {t*}) € C, itis required that we have the rule, -, (s*) — by, =, (t*), but not the rule
by, =r, (s*) — false. For a radical equation maintaining an ordering with respect to a coveér, setder
certain conditions od one can always obtain such a basic correctness predicate. To thi5ismstended
so that the equation remain radical and maintains an ordering with respect to the extended cover set; see
[11] for detalls.

Definition 11 Let R be a convergent sufficiently complete rewrite system and let C be a complete well-
founded cover set such that for all (s*,{t7,...,t:}) € C, 0 < n < 1, and for two different pairs
(s*,{t*}), (s*',{t*'}) € C, there does not exist a substitution x with t*p = s*'vy for a variable re-
naming v. Let ¢ be a quantifier-free formula such that all equationsin ¢ are radical and maintain some
ordering under C w.r.t. R.

9Different equations in a conjecture may have to be proved using different cover sets; these cover sets can often be combined
into a single cover set to generate a single induction scheme using merging (cf. Section 3.4). Further, it is not necessary for different
equations to maintain the same monotonic ordering.
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Let C" = {(sT, {tT 15~ o1 1) oo os (Sms At 15 -+ o o, 1)} DE the extension of C, let ry [s]] =%
Cilr1[t; ], -+ -, [t ,,]] for a constructor ground context C Then the basic correctness predlcate b,
under C isdeflned by the followi ng rules (analogousrules are used for formulas containing v, =, <):

true, if C;=ry[sf]isvalidinTc andn; =0,
bri=r,(8;) — false, if 2C; = ry[s7] isvalidin 7o andn; = 0,
bry=r (t;,l) ifn; =1,
true, if we havetherule by (s}) — false,
by (si) — false, if we havetheruleb 1(s¥) — true,
by (t7,), ifwe havetheruleb 1(s7) = by (t7),
true, if we havetherulesb,, (s;) — true and b,,(s}) — true,
boings(si) — false, if we havetherulesb,, (s;) — false or bw( ) — false,
btﬂl/\WQ (t:,1)7 if we havetherulesbwl (8:) - btpl( i, 1) and btﬂz( ) - btpz( i, 1)

In our example, we obtain

bhalf(y) 0( ) — true, bdb|(ha|f(y))=y(0) —  true,

bhaif (y)=0(s(0)) —  true, babi(half (y))=y (5(0)) — false,

baie(y)=0(s>(0)) — false, babi(half (y))=y (5°(0))  — true,

bhaf(y)=0(s>(0)) — false, babihalf (y))=y (s°(0)) — false,
bhaif(y)=0(* (%)) = bhair(y)=0(5° (). babichaif(y))=y (5* (X)) = babihalf(y))—y (5° (7).

Fordbl(half(y)) = y A —half(y) =0,
b,(0) — false, by(s(0)) — false, by(s?(0)) — true,
by (s3 (0)) —  false, bo(s*(z)) —  by(s%(z)).

Theorem 8 (Decidability of Arbitrary Conjectures) Let R, C, ¢ beasin Def. 11. Then inductive
validity of ¢ is decidable (by checking whether all non-recursiverules of b , have the right-hand side true,
where b, isthe basic correctness predicate for ¢ under C).

The condition of an equation being radical and maintaining an orderings can be checked automatically
(by using orderings from the area of term rewrite systems which are amenable to automation). To de-
cide inductive validity ofp, construct the rules for the basic correctness predicat@vhich can be done
automatically) and check whether there is no rule of the fogh ..) — false.

As another example, the equatiaits(y) = y andy = 0 are both radical. The equatiaibl(y) = y
maintains the superterm ordering apd= 0 maintains the subterm ordering. So inductive validity of the
conjecturalbl(y) = y = y = 0 is decidable. The decision procedure constructs the following rules for the
basic correctness predicate.

babi(y)=y=y=0(0) — true, babi(y)=y=y—0(s(0)) — true,
by y)—y:>y—0( s(s(z))) — bdb|(z)=x(5($))-

The conjecture in our example is valid since the above basic correctness predicate istalwayge
can thusdecide conjectures which were up to now hard problems for inductive theorem provers. In fact,
virtually all existing inductive provers fail in verifyingbl(y) = y = y = 0.1° The reason is that the
induction conclusionlbl(s(z)) = s(z) = s(z) = 0 can be evaluated tos(dbl(z)) = «, but there is no
way to apply the induction hypothesisl(z) = © = = = 0 and thus, the proof of the induction step case
does not succeed.

10This problem was pointed out to us by UuKlér.
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6. Generating Lemmas using Decision Procedures

A major challenge in attempting proofs by induction is to determine intermediate lemmas needed to com-
plete a proof. In this section, we discuss two topics in which a decision procedure of a data structure plays
an important role in generation and speculation of intermediate lemmas.

In[23], Kapur and Subramaniam proposed an approach for automatically generating lemmas of the form
h(...g(-..h(...)...)...) =rfrom T-based recursive definitions bf g, f using a decision procedure for
T, risaT-term. Apart from the possible use of these lemmas in proving other nontrivial properties about
functions appearing in them, there are at least two additional types of benefits of generating such lemmas.
If a user is surprised to see a particular lemma following from a definition, i.e., he/she did not expect the
property to be true, this can provide useful insight about a bug in the definition. Otherwise, it enhances
user’s confidence in the formulation of the definition. A decision procedurd far used to derive the
right-hand side of such a lemma once its left-hand side can be hypothesized.

The procedure introduced in [23] can be run in the background aftef thased recursive definitions
are formulated; lemmas are generated without any help from the user. In the next subsection, we review the
main ideas of the approach and give an example. Details, including the precise description of the procedure,
can be found in [23].

The second topic of discussion is the generalization heuristic employed in most theorem provers. Our
theorem proveRRL, for instance, employs an extremely aggressive approach in the course of a proof at-
tempt for speculating intermediate conjectures which works well with the backtracking facility. Before a
proof of a conjecture is attempted, common nonvariable subterms in the conjecture are identified for pos-
sible generalization by fresh variables (under certain conditions); various generalizations of the conjecture
are attempted for possible proofs before trying the original conjecture. Contrary to the experience reported
in [4, 6] our experience has been quite positive; if a counter-example to a proposed generalization is identi-
fied or a proof attempt of a proposed generalization does not appear to be making progress, backtracking is
performed.

In case function definitions are given on a data structure that has a decision procedure associated with
its theory, e.g., Presburger arithmetic, then merely generalizing identical nonvariable subterms by distinct
variables often leads to unsound generalizations. As shown in [17], a decision procedure can be used to
check for equivalence of subterms. Equivalent subterms are abstracted by a variable. Determining whether
a term appears as a subterm within a given term is also done using the decision procedure. These ideas are
briefly reviewed in the second subsection; for details, the reader should refer to [17].

6.1. Generating Simple Lemmas from Definitions

The key idea of the method proposed in [23] is to identify terms of the fffm, .. ., sx), where eacls;

is aT-term, and hypothesize a simple conjectfife:, ..., sx) = r, wherer is aparametric general term

in 7 expressed using all the variables appearing in the left-hand side and some parameters whose values

have to be determined. Depending upbn: may take many different forms, depending upon the number

of canonical forms off -terms. Using the definition of, constraints on parameterssirare collected and

these constraints are checked for consistency; if found consistent, then for every assijofmehties of

parameters that satisfy these constraints, a simple lefi{fma. .., s;) = 6(r) is generated. If there are

infinitely many such assignments satisfying the constraints, then a finite description of these assignments is

soughtto generate finitely many lemmas, as otherwise, the procedure will diverge generating infinitely many

lemmas. If constraints are consistent only for certain instancg$saf, . . ., si), then those instances can

be generated as well. If no instancefdk, .. ., s) can be identified for which constraints on parameters

are consistent, then no lemma with an instancg(ef, . . ., si) is generated. In order to be able to generate

most general lemmas, various instanceg(@fi, . . ., s;) leading to consistent constraints on parameters can

be combined and abstracted. We first illustrate these ideas using an example; this is followed by a detailed

discussion of the key steps. The general procedure with additional examples is given in [23].
Consider2plus below which is defined o A-terms; the functioelplus(z, y) compute®? + y. Here,
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s(t) is a shorthand for+ 1. We are interested in generating lemmas akdplus such that their right-hand
sides are expressible iRA.

1. e2plus(0,0) — 1, 2. e2plus(0,s(y)) — s(e2plus(0,y)),
3. e2plus(s(x),0) — e2plus(x,0) + e2plus(z,0), 4. e2plus(s(z),s(y)) — s(e2plus(s(z),y)).

Begin with the conjectureplus(z,y) = k1 = + k2 y + k3 with the goal of findinge, , k-, k3.1 Constraints

are generated from the rules. Rule 1 giyés k3 = 1. The second constraint is generated from rule 2 by
replacing the left-hand side and the recursive call withd + k- s(y) + k3 andk, 0+ k2 y + k3. It simplifies

to s2 : ko, = 1. The third and fourth constraints are generated in a similar fashion from rules 3 and 4, and
they simplify tos3 : k; = k1  + k3 ands4 : ks = 1. These constraints are not satisfiable for all values of

z andy. So, there is no solution for all valuesofand hence2plus cannot be expressed iRA.

As the reader would notice, there are two kinds of constraints: (i) constraints purely in terms of pa-
rameters (e.gsl, s2, s4), calledparametric constraints, and (ii) constraints involving both parameters and
variables (e.g.s3). Some of the second type of constraints can be transformed to parametric constraints
(hence true for all values of variables) (f8, this would meark; = 0, k3 = 0); but they are also true for
specific values of variables and parameters £ftthis could mean that for = 1, k3 = 0 andk, can take
any value). Such a constraint is callsidongly satisfiable. However, there are also constraints involving
both parameters and variables which cannot be transformed to parametric constraints (and thus they do not
hold for all values of variables) and which can hold for only some values of variables and parameters; they
are calledveakly satisfiable (e.g., the constrair(tc; + k2)z1 + koo + k1 — 1 = 0 is such an example).

Now conjectures with proper instancese@plus(x, y) as their left-hand sides can be speculated. In
order to attempt to generate most general conjectures, maximal consistent subsets of the set of inconsistent
constraints{sl, s2, s3, s4} are identified. One such maximal consistent subset of the above inconsistent
set of constraints i§s1, s2,s4} giving k2 = 1,k3 = 1 with k; being unconstrained. For these values
of parameters, constraing can be solved for specific values of variables. Particularly,# 0, thens3
reduces ta3.1: k; = k3, which can be consistently added{tel, s2, s4} 2. The rules associated with the
instances are computed by splitting the rule using the variable substitution, e.@:jsuplit by {z — 0}
into two rules; how this splitting is done is explained in [23].

3.1 e2plus(s(0),0) — 2,
3.2 e2plus(s(s(x)), 0) — e2plus(x,0) + e2plus(x, 0) + e2plus(z, 0) + e2plus(z, 0).

The constraint for rul8.1is s3.1 : k; + k3 = 2 and the constraint for rul&2 is s3.2 : 2k, = 3k; = + 3ks.

The rules to be considered for speculating a conjecture{&2,3.1,4} based on a maximal consis-

tent subsefs1, s2, s3.1, s4} of constraints. ¢From the left-hand side of these rules, a possible conjec-
ture with e2plus(0,y) as the left-hand side is generated (since the left-hand sides of rules 1 and 2 are
e2plus(0,0), e2plus(0,s(y))).

The rules{1,2,3.1,3.2,4} are analyzed to pick their instances which are likely to be used to compute
e2plus(0,y). Rules 1 and 2 constitute such a complete set since any ground instasfpeusf0, y) can
be normalized to & A-term using them. The constraints generated from rules 1 and 2 have the solution
{k2 = 1, k3 = 1}, which generates the lemmaplus(0,y) = s(y).

Rules associated with the maximal $&t2,3.1,4} may also be expanded to generate additional rules
for generating left-hand sides for conjectures. The expansion is done by choosing a rule whose right-hand
side is aP A-term, e.qg: rule 3.1, and splitting by unifying the recursive calls in other rules with the left-hand
side of rule 3.1. The unification of the recursive a@plus(s(x),y) in rule 4 withe2plus(s(0), 0) of rule
3.1 produces four equivalent rules two of which are:

4.1 e2plus(s(0),s(0)) — 3, 4.2 e2plus(s(0),s(s(y))) — s(s(e2plus(s(0),y))).

11This corresponds to the no-theory condition é@plus, which is decidable for the theory of free construct@sas well as for
Tpa.
120ther values of produce instances witky = 0, which contradictss1 and hence cannot be added{td, s2, s4}.
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The conjecture with the left-hand sig2plus(s(0), y) can now be hypothesized by abstracting from the left-
hand sides of rules 3.1, 4.1, and 4.2, which completely deflpkis(s(0),y). The associated constraints,
$3.1: ki +ks=2,s4.1:k; +ko+ks =3ands4.2: ks = 1, are solved and give2plus(s(0),y) — y+2

as the new lemma.

6.2. Key Steps of the Approach

There are three major steps in the procedure for generating lemmas. The discussion belBw.uses
details, the reader should refer to [23].

6.2.1. Generating Right-Hand Side of a Conjecture

Given a conjecture of the forrfi(sy, ..., sx) = r, wherer is a parametric term oveP A4, find values) of
parameters im, if any, such thaff (s, ..., sx) = d(r) is an inductive theorem.

Letlhs = f(s1,...,sk), 7 = Xk; x; + ko. Also assume that the set of rules in the definitionfof
needed to normalize ground instances/of is already computed, denoted Bs;,;. For each rulé; — r;
in Dy, @ parametric equation is generated by replacing each term of theffagrm. . ., ;) in the rule
by o(Xk;z; + ko), whereo(f(s1,...,sk)) = f(t1,...,tx). To ensure that a parametric equations can be
generated corresponding to a réje— r;, I; must match witiihs and each recursive cdllto f in r; must
either match withhs or o(t) must simplify to a7 -term.

Let S be the finite set of all the constraints so generated. A constraint may be simplified/gsing
to a parametric constraint. For example, given two parametric expressioris; say+ ks xo + ks x2 +
ko = k3 x1 + ks 1 + k2 2 + k4 xo, Whereko, ky, ko2, k3, ky are parameters, the most general solution
iski = ks + ks, ks = ko,ko = 0. If S includes an unsatisfiable constraint or a weakly satisfiable
parametric equation (in which both parameters as well as variables appea,ithest consistent. Values
of parameters constrained by different parametric constraints may clash as well.

If S is consistent implying that for all values of variables, an assignment of parameter values can be
found satisfying every constraint 8, generate a finite representation of all such assignments of parameters.
(This problem is related to the unification problem ovej For every most general soluti@nof the set
of parametric constraints generated fromthe conjecturéhs = §(Xk;x; + ko), is a lemma. And, this
also implies thaths is expressible ilP A. If an assignment of parameters cannot be found for which each
constraint inS is true for all values of variables, then generate a finite representation of values of variables
and the corresponding assignment of parameters for which the constrathésertrue. These assignments
then give instances éhs = r as lemmas.

6.2.2. Generating Maximal Consistent Subsets

If the setS of parametric equations generated fréis = f(s1,...,sk) iS inconsistent, maximal consis-
tent subsets of can be used to generate instanceshsfpossibly serving as the left-hand sides of new
conjectures abouyt.

First, every unsatisfiable parametric equation is deleted ffonThe remaining equations are parti-
tioned into the subsetS.,,, S, Swk, Standing for parametric constraints, strongly satisfiable parametric
equations (which involve both variables and parameters) and weakly satisfiable (also called weak) para-
metric equations (which also involve both variables and parameters). A strongly satisfiable parametric
equationst : Yp;z; + po = 0 in S, can either be viewed as a conjunction of parametric constraints
¢:po=0,...,pmn = 0which can be included i, or it can be viewed as a weakly satisfiable parametric
equation and be included i$,;. For eachst € Sy, there are two cases leading to exponentially many
possibilities, each consisting of the set of parametric constraints (purely in terms of parameters) and the set
of weak parametric equations both in parameters and variables. For each such set of constraints and any
maximal consistent subset of parametric constraints, a most general séltdigparameters is computed;

0 is then applied on each weak parametric equation involving both parameters and variables to compute
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the values of variables, if any, such that the instantiated equation is consistent. For any such substitution of
variables of the weak parametric equations, the corresponding rule is split using the variable instantiations.
A rule set fromD; s is then identified corresponding to the maximal consistent subset of constraints. This
rule set is then used to speculate possible left-hand sides of conjectures by abstracting from its left-hand
sides.

For example, consider the inconsistent set of parametric equeffiongsl : k3 = 1, s2 : k» = 1,
s3: k1 =k x+ ks, s4: ko = 1} generated fronDeopiys. Sen = {s1: ks =1; s2: ko =1; s4: ko = 1},
Sst = {k1  + ks = k1}, andSy; = @. There are two possibilities based &by « + ks = ki }: {({s1:
ks =1; 82 : ko =1; 83 :ky =0,ks =0; s4d: ks =1},0),({sl : ks =1; s2: ks =1; s4d: ky =
1},{s3: k1 + k3 = k1 })}. There are two maximal consistent subget€'S; = {k; = 0,k3 = 0,k, = 1}
andMCS, = {ks = 1,k, = 1}. Corresponding td/C'S1, the rule setig2, 3,4}. ForM C'S,, an instance
of rule 3 generated from3 is computed requiring to be0; the resulting rule set i§l, 2,3.1,4}.

6.2.3. ldentifying Left-Hand Sides and their Complete Definitions

Given a subserR of rules of D which possibly generate a consistent set of parametric equations, pos-
sible left-hand sides of conjectures need to be speculated. For every speculated left-hdhd side
f(s1,...,s,) of a conjecture, it must be ensured that every ground instanéksofan be normalized

to a ground7 -term using the rules if; if not, additional rules fromD ; are added td? to ensure this
property (hopefully without violating the consistency condition).

Rules inR are first refined by splitting based on unifying recursive calls with the left-hand sides of
nonrecursive rules ik. Letl; — r; be a non-recursive rule iR (i.e.,r; is aP A-term). For every recursive
rulel; — r; in R, replace it bysplit({l; — r;},0) if a recursive call in-; unifies with{; with the most
general unifierr. The expansion is performed for all possible pairs of non-recursive tyles r; and
recursive rules; — r; in R. Splitting of a rule is guided by the substitution of variables and is precisely
defined in [23].

Once a complete set of rules for computing every instand&ohas been identified, the left-hand
sides of these rules are abstracted to gendrdtmles of terms to construct the left-hand sides of new
conjectures to be speculated (see the procedi#§ in [23] for details). For each such tuple in the output,
lhs = f(s1,...,sk), its complete definitiorD,;,, as a set of rules is computed frafh(see the procedure
complete in [23]). Then the solutions for the constraints resulting ftbm, ; determine the right-hand sides
of the new lemmaghs = r. These steps are repeated until it is not possible to proceed any further or enough
lemmas have been generated (since we suspect that the procedure can, in general, generate infinitely many
lemmas).

6.3. Generating Lemmas with Multiple Defined Function Symbols

The above discussion was limited to generating lemmas of the fgsm, . . ., s;) = r, wherer and each

s; areT-terms. Using function symbols with compatiblebased definitions, lemmas whose left-hand
sides include multiple occurrencesptbased functions can also be generated. Many nontrivial lemmas
needed in the verification of arithmetic circuits [18, 20, 21] are of this form. GiRenbased function
symbolsg andf such thay is compatible withf, a conjecturg(y1, ..., f(z1, ..., @n),- .-, yx) = Dkiz; +
Yk;y; + ko can be speculated whetg's andy;’s are distinct variables anflappears only in the inductive
argument positions af (on which the definition of recurses). The procedure is the same as in the previous
subsection. This is illustrated using an example below.

Refer to the definitions of function symbdislf andmod2 given in Section 4.2. The procedure in the
previous subsection will not generate any simple lemma with an instaneed#f(z) or half(z). Com-
patibility sequences of function symbols can be generated edsHar instancehalf is compatible with
mod?2.

13Note that besides the rules in the definitionfaindg, other applicable rules may be used to simplify terms to check compatibility
of functions f andg. Properties of function symbols such as associativity and commutatA@y roay also be used.
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Given half(mod2(z)) = k1 = + ko, where parameters, , k, are unknown, parametric equations are
generated using the rules definimgd2. From rule 1, is instantiated t@, giving half(mod2(0)) = k, 0+
k2, which simplifies to the constraig, = 0. From rule 2z is instantiated td, giving half(mod2(1)) =
k1 1+ ko, which simplifies to the constraift, + k» = 0. From rule 3z is instantiated ta(s(u)) giving
the conclusion subgo#klf (mod2(s(s(u)))) = k1 v+ ki + k1 + k2 assuming the induction hypothesis
half(mod2(u)) = k1 u + ko, Obtained by instantiating to bew. After simplifying and using the induction
hypothesis, we gét; u+ ks = k1 u+ ki + k1 + ko, which simplifies tak; + k1 = 0. These three constraints
are consistent, giving; = k» = 0 as the solution. Thus, the lemrhalf (mod2(x)) = 0 is generated.

If a conjecture generated from a compatibility sequence of function definitions cannot be exprdssed in
then appropriate instances of the conjecture are computed exactly in the same way as discussed in the previ-
ous subsection. Some of the lemmas generated by the proposed approach based on the tRebeed of
finite lists are given below; more details can be found in [23].

bton(leftshift(ntob(z))) = z+x,  bton(padO(ntob(x))) = =,
compl(compl(z)) = half(mod2(z)) = 0,
mod2(mod2(z)) = O,
ack(l,z) = z+2, ack(2,z) = x+a+3,
rev(rev(z)) = =, app(z,nil) = =z,
bton(ripplecarry(ntob(x), ntob(z),ntob(x))) = x4+ x4+,
bton(carrysave(ntob(z), ntob(x),ntob(z))) = =+ +x.

Recall thatbton andntob convert a bit vector to a number and vice versa, padD pads a bit vector;

compl complements a bit vectoteftshift shifts a bit vector by one position. The functiorgplecarry
andcarrysave take three bit vectors and generate a bit vector, implementing the ripple carry and carry save
adders, respectively. Definitions of these functions are given in [20]. The funetiorverses a list. The
functionack computes the Ackermann function.

6.4. Enhancing Generalization Heuristic: Using Decision Procedure for
Identifying Subterms

Most theorem provers use a simple heuristic of replacing common nonvariable subterms by variables to
generalize a conjecture. Semantic analysis can be useful in the implementation of the generalization heuris-
tic since a subterm may have multiple occurrences semantically but syntactically these multiple occurrences
may not be apparent. Consider the following conjecture apaiit

gdlz+y+1,2-2+2-y+2)=x+y+1.

The first argument ofcd appears to be quite different from the second argument. If no semantic analysis is
performed and syntactic equality is used to generalize common subpgiits,2 -z +2-y+2) =uisa
generalized version of the conjecture by abstracting occurrenaes 9ft+ 1 in the left-hand and right-hand
side by a variablei. This generalization is not a valid formula since there are counterexamples. ¢From a
semantic standpoint, however, the second argumeptdt twice the first argument, which can be detected
using7p4. Using this relationship between the first and second arguments, the generalized conjecture is
ged(u, 2 - u) = u, which can be proved.

Given a conjectur€’ of the forml = r if cond, the heuristic identifies a maximal nonvariable subterm
s occurring in at least two aof, » andcond. Instead of looking for syntactically identical subterms, look
for semantically equivalent subterms. Since there may be many such maximal subterms, they are collected
in a list as possible candidates for generalization. For every nonempty subset from this set of candidates,
generate a generalized versioly of the conjecture’ by simultaneously replacing distinct subterms by
distinct variables and try its proof. If any such generalized conjecture is proved, then the original conjecture
is also proved. Otherwise, if all possible generalizations have been attempted unsuccessfully, then the
original conjecture is attempted.
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For Presburger arithmetic, maximal subterms are identified as follows: for a given subtérmis
not a linear term, syntactic subterm check is performed; otherwisésifinear, other linear subterms are
checked for occurrences eiusing7 p 4 by querying whether there is a linear subterin s. If the answer
is no, thens does not occur irt; otherwise, find the number of timesappears irt (this can be done by
repeated query and subtraction fromntil the result becomes smaller than Lett = k x s + tr, wherek
is a positive integer antt is a linear term (smaller or noncomparable) tkaifhen,s is abstracted as a new
variableu with ¢ replaced by x u + tr. A complete description of the extended generalization procedure
using7p4 with many examples is given in [17].

Using the results in [12], the generalization heuristic can be made a lot more powerful. Theorem 4 states
conditions under which a nonvariable subterm that does not satisfy the no-theory condition can be safely
replaced by a variable. This needs further investigation.

7. Concluding Remarks

The paper gives an overview of the cover set method for mechanizing inductive reasoning with a particular
focus on how decision procedures for data structures can be exploited for semantic analysis. We have also
discussed how induction can be integrated into decision procedures without compromising their automation.
In particular, we have shown how a decision procedure can be used to

1. generate an induction scheme from an instance of a basicfterm. .., z;) in a given conjecture
and the definition of using the cover set method;

2. identify a large class of conjectures about defined functions based on syntactic conditions for which
the cover set method serves as a decision procedure for their validity even though their proofs need
to be done by induction;

3. generate lemmas from function definitions using decision procedures; and

4. enhance generalization heuristic using a decision procedure for speculating generalizations of con-
jectures based on identifying equivalent subterms.

We believe our approach allows an integration of inductive reasoning within fully automated tools like
model checkers or compilers.

There are still many open problems which need to be investigated to move towards the goal of automat-
ically deciding additional conjectures. The focus so far has been on 1-level proofs by induction, requiring
that every subgoal in such a proof (after possible application of an induction hypothesis and simplification
possibly using lemmas) either simplifies to a formula in a decidable theory or to a formula with defined
symbols which can be safely generalized to a formula in a decidable theory. A typical induction proof
however can lead to many subgoals which themselves may have to be proved by induction. The approach
needs to be extended to handle such cases.

Since the proposed approach leads to a decision procedure for a class of quantifier-free formulas in-
volving defined symbols, this gives an extended decidable theory with formulas in which defined symbols
occur. Two types of bootstrapping is possible using the extended decidable theory. Firstly, new recursive
definitions can be given using terms (containing defined symbols) in the extended decidable theory. In this
way, a7 -based function definition can use other defined function symbols which themselves-hased
definitions. Secondly, a subgoal in a proof attempt could simplify to a formula with defined symbols which
is in the extended decidable theory.

It should also be possible to extend the conditions for safe generalizations in [12] beyond the theo-
ries of free constructors and of Presburger Arithmetic. Further, these ideas are of independent interest
and can be useful for designing safe generalization heuristics for speculating intermediate lemmas. More-
over, there are lots of possibilities for generating lemmas fyotmased definitions in the background us-
ing quantifier-elimination methods for parametric formulas expressed in a decidable theory that admits
guantifier-elimination.
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Another promising topic for research is the failure analysis of induction schemes as proposed in Subra-

maniam’s thesis [27] to identify a priori and weed out induction schemes which are not likely to succeed in
a particular attempt.
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